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Abstract- Using Semantic Web (SW) technologies in Software Engineering (SE) is one way of overcoming current SE problems which are related to the software production and maintenance. In this article, we have proposed a new semantic method for rapid software development, namely SRAD. From SRAD point of view, static and dynamic model of software are described in domain ontology and application ontology, respectively. The domain ontology can be a strong substitute for data model and the application ontology contains formal description and implementation of software functionalities. We have also proposed a new method for implementing the functionalities in the application ontology by using the SW technologies. To execute the software functionalities, any Java compatible rule engine like Jess can be used, but for efficiency reasons, we have developed a Running Engine (RE) that supports all types of SWRL atoms. By using SRAD method, opposed to the current development methods that try to generate code from models, we can produce a formal runnable model of software which encompasses both business logic and program control logic. The SRAD runnable models can facilitate the software maintenance and gain a high level of abstraction in the software production.
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1 Introduction
The Semantic Web (SW) is the next generation of the current web which is a vision of information that can be readily interpreted by machines [1], so machines need to understand the meaning of information on the web with the aid of some additional formal descriptions. Basically, adding some formal descriptions to existing information on web pages are generally based on using some special formal models which are called ontologies. According to Grubber [2], “An ontology is a formal, explicit specification of a shared conceptualization”. In simple terms, an ontology represents existing concepts, objects and relations in a domain as sets of classes, instances of classes and properties. The W3C standards and languages for the SW include the Resource Description Framework (RDF) [3], RDF-Schema [4], the Web Ontology Language (OWL) [5], and the Semantic Web Rule Language (SWRL) [6]. RDF is a general purpose language for describing and representing information, and particularly metadata about web resources. RDF-Schema extends RDF vocabulary for defining classes, properties, and hierarchies
thereof, but it has no construct for defining properties restrictions, set operations and totally complex classes. OWL is a complete ontology language that fully covers all shortages of its predecessors. OWL 2 [7] is the newest language which is currently defined by a set of W3C recommendations. OWL 2 extends OWL by providing some new constructs to amplify OWL expressiveness power and some others as syntactic sugar to make some common patterns easier to write. SWRL extends the OWL axioms, so that it’s possible to define rules in the web ontology for deducing new facts from existing ones.

Software development is a complex process, which involves software engineers in gathering, production and management of large amount of information, including application or domain specific jargon which the software engineers often have to learn for each project they get assigned to [8]. Software processes often have iterative nature, so during each iteration of a process activity, the software engineers should have a satisfactory understanding of previous iterations of the activity. Large software projects can be more complicated because they have a lot of requirements and design documents and specifications, UML models, and codes. The software understanding is a key point for software maintenance, too. The maintenance team should first gain a deep and clear understanding of software project through its documents, models and codes. Rapid Application Development (RAD) [10] methods which concentrate on rapid software production and delivery, try to reduce the complexities of software development process and eventually decrease the software production time and costs. But sometimes RAD methods could inversely cause the costs to increase. It’s because there is almost an inverse relationship between the software production costs and the software maintenance costs.

Using the SW technologies in Software Engineering (SE) is one way of overcoming current SE problems which recently has gained many proponents. In this article we have proposed the Semantic Rapid Application Development (SRAD) method. The SRAD is a new software development method which simultaneously inherits some advantages from RAD methods and ontology driven development methods .In the SRAD method, static and dynamic model of software are described in Domain Ontology (DO) and Application Ontology (AO), respectively. The DO contains a formal description of all existing concepts and objects in the domain as well as their relationships. The AO contains a formal description and implementation of software functionalities. We can organize these functionalities in the AO hierarchically, and then implement each of them by using a list of SWRL rules. To execute such functionalities we can use a Java compatible rule engine like Jess [12], but for efficiency reasons, we have developed a Running Engine (RE) that supports all type of SWRL atoms¹.

¹ RE is available at: https://sites.google.com/site/sradproject/
The rest of this paper is organized as follows: Section 2 surveys and categorizes some important approaches which try to bring together the SW technologies and SE. Section 3 explains our purposed method for implementing functions in ontologies. Section 4 compares the SRAD viewpoint with the object-oriented and the structured viewpoints. Section 5 presents the SRAD model and discusses about its phases and activities. Section 6 evaluates the SRAD and discusses about its advantages and finally Section 7 covers suggestions and conclusions.

2 Related Works

The idea of using SW technologies in SE has gotten serious consideration ever since 2005 and researchers have currently proposed a variety of approaches to this idea. Some reports claim that empowering the software development with the SW technologies has noticeable advantages, like reusability, extensibility of data models, improvements in data quality, and discovery and automated execution of workflows [13][14][15]. The Semantic Web Best Practice and Deployment Working Group (SWBPD) in W3C has started a Software Engineering Task Force (SETF) to investigate potential benefits of bringing SE and the SW technologies together [16][17].

We have categorized all related approaches into two groups: 1. Ontology Enabled Software Development (OESD) 2. Ontology Driven Software Development (ODSD). OESD approaches use SW components, especially ontologies, as auxiliary facilities in aid of traditional and well-known SE processes. In fact, OESD approaches try to help software engineers to successfully fulfill various Software process activities (e.g. requirement engineering, analysis, architecture design, implementation, test, quality assurance and maintenance) more efficient. Table 1 summarizes a variety of approaches that suggest using the SW technologies in SE knowledge engineering, Software process and different activities within software process.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>SE knowledge engineering</td>
<td>To define SE discipline terms and concepts explicitly in SE ontology with the aim of resolving some problems like miscommunication between developers, multi-site software development, and also to clarify the boundaries of SE with other disciplines [18][19][20][21][22][23].</td>
</tr>
<tr>
<td>Software process</td>
<td>To define software activities, process phases and different process models formally in process ontology with the aim of settling any misunderstanding about software processes concepts and selecting an appropriate paradigm [24][25][26][27].</td>
</tr>
<tr>
<td>Requirements engineering</td>
<td>To capture software requirements in ontologies and apply reasoners to check consistency and completeness. Also these ontologies can be used to bridge the gap between developers and business experts [28][29][13].</td>
</tr>
<tr>
<td>Software design</td>
<td>To describe design components, architecture elements, design patterns, and architecting styles formally with the aim of enhancing flexibility and reuse [32][30][31].</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Software implementation and maintenance</td>
<td>To describe links between source code and both design elements and requirements specifications. This facilitate software understanding and maintenance [34][33][35].</td>
</tr>
<tr>
<td>Software testing</td>
<td>To store successful test cases in libraries and describe them formally for improving their management and retrieval quality. This also can lead to empower testing process knowledge management and to improve GUI testing [38][36][37].</td>
</tr>
</tbody>
</table>

ODSD approaches mainly concentrate on rapid code generation from domain ontology and sometimes use ontologies as the program runtime components. These approaches don’t often obey well-known and standard software development process models completely, but they mostly resemble to some types of agile methods and use domain ontology as a basis for code generation [52]. The domain ontology is a formal model of the software domain, and it encodes domain knowledge which is useful to derive applications’ behavior. From this point of view, the domain ontology has two parts; the first part of the ontology specifies concepts that can be translated into data model, and the second part contains some concepts and objects which can be related to business logic. The domain ontology is akin to UML class diagram, but it has many advantages compared to UML capabilities, e.g. reuse and interoperability, flexibility, Consistency and Quality Checking and reasoning [17]. The domain ontology can play two roles in ODSD approaches.

In the first role, the domain ontology acts as software domain conceptualization, so it can be used as a basis for code generation. Such codes are free from ontology, so that the ontology is not available at runtime. In [14], a pathway has been presented to generate Enterprise Java Beans (EJB) from the first part of domain ontology and in [13] a framework has been presented which is suited for Mercury code generation from the both parts of the domain ontology.

In the second role, the domain ontology acts as a component of software architecture and application program might interact with it at runtime [16]. In this situation, the software developers need some tools or frameworks to manipulate the ontology at runtime, e.g. OWLAPI², Protégé-OWL API [39] [41] etc. Also, there are some tools, e.g. Protégé-OWL Java code generator plugins [40] and OWL2Java³, which has been developed to generate a programming language code from the domain ontology, especially by creating a mapping between ontology classes and object-oriented classes [47]. When the domain ontology is used

---

² http://owlapi.sourceforge.net/
³ http://www.incunabulum.de/projects/it/owl2java
in the second role, all system data is captured in the ABox of the domain ontology as set of instances, so the domain ontology can be very large. The TBox of the domain ontology contains data model, and to some extent it can contain business logic.

Storing a big ontology, like the domain ontology in the second role, in a text file can cause several serious efficiency and security problems. The relational databases can be used as a basis for persistent storage of the ontologies. This facilitates rapid operations such as search and retrieval over ontology elements and also utilizes the powerful capabilities of relational Databases Management Systems (DBMS), such as transaction management, security, integrity control etc. By putting a large ontology in a database we can profit from security and efficiency of DBMS as well as semantic power of ontologies. There are several tools and frameworks to store an ontology in a database [45][42][43][44].

Knublauch believes that using OWL and its tools for software development instead of similar tools from UML world, has many advantages [46]. From his point of view, OWL and SWRL can be used at runtime to do reasoning, or even to drive control logic of a software program, and they also can be executable just like programming code. This means that software moves up to higher level of abstraction. Undoubtedly, the ontologies, plus some SWRL rules will be executable if the application operations and functionalities can be defined and implemented in them. In other words, if the application software operations and functionalities can be defined in the ontology, then the software program might be executed from the ontology.

The domain ontology is a static model of the software domain. This means the domain ontology contains concepts and objects of the software domain and can partly describe business logic with the aid of OWL axioms and SWRL rules, but it doesn’t say anything about the software operations and the control logic of the software program. The domain ontology is surely independent of application then obviously the domain ontology cannot be executable. In our work, we define the software functionalities in AO just like what follows. First, we declare the functionalities by OWL constructs, and then we implement each of them by using a set of SWRL rules. The AO is executable and we can run it by a Java compatible rule engine like Jess, but to achieve more efficiency, we have developed the RE, which is a running engine.

3 Implementation Approach

The ontology classes and the object-oriented classes have some similarities and differences [17][47]. Several tools are available to convert them to each other. One of the main differences between these two types of class is that the object-oriented classes can include some operations, but the ontology class cannot. In this section we present a method for defining operations in ontologies as functions. Our proposed method for defining a function in an ontology has two steps, including function declaration and function implementation. In the
function declaration step we should describe inputs, outputs and accessibility level of the function and in the function implementation step, an executable description of the function behavior should be defined.

3.1 Function declaration
To declare a function in ontology, first we need to add some auxiliary classes, instances and properties to the ontology, including classes Function, Datatype and Users; properties IN, OUT, hasUsers, isInternal; instances int, string, float etc. Each function in the ontology should be direct or indirect instance of the class Function. Inputs and outputs of a function can be described by assigning a SWRL rule to the function through properties IN and OUT, respectively. The domain of these properties is Function and the range of them is class swrl:Imp. Each rule in an ontology is instance of class swrl:Imp. The class Datatype includes all primitive datatypes that are needed to describe inputs and outputs of functions. For example, if IN relates a function to the rule int(?x)^string(?y)->, so the function has two parameters, First is an integer with formal variable x and second is a string with formal variable y. With this notation we can specify datatypes of parameters as well as their order in the parameters list.

The accessibility of functions can be described in two levels. In the first level, the class Users and the property hasUsers define users that are allowed to execute a special function. In the second level, the property isInternal determines the function invocation mode. If this property relates a function to true, then the function is internal and it is available only for indirect invocation by end users through the other functions, or else the function is external and it can be invoked by users directly. External functions can be invoked through Graphical User Interface (GUI) to take inputs from users and show results to them.

3.2 Function implementation method
To implement a function in the ontology, a method is needed to describe computations, transformations and operations of the function. By using OWL we can only describe inputs, outputs, and also some constraints and restrictions on the functions; but operations, control logic and other details which should be located inside the body of the function cannot be described using pure OWL. One solution to this problem is using SWRL rules for implementing functions in ontologies. In our method, we implement a function as a RDFList of SWRL rules.

A SWRL rule consists of an antecedent (body) and a consequent (head), each of which consists of some SWRL atoms. Non-empty bodies and heads are treated as conjunction of their atoms then they hold iff all of their constituent atoms hold. In fact, a rule represents a conditional fact, so that iff the body of rule holds then the head must hold. SWRL atoms can have different forms, e.g. class, property and builtin atoms. All types of SWRL atoms except builtin atoms are processed or evaluated by a rule engine only based on OWL axioms. A builtin atom
encompasses a SWRL built-in and some arguments. The SWRL built-in is a predicate that takes one or more arguments and evaluates to true if the arguments satisfy the predicate. Each built-in must be implemented with a rule engine compatible language in a place where it’s known for the rule engine. To evaluate builtin atoms, the rule engine must load and execute the external implementation of their built-ins. SWRL provides a very powerful extension mechanism that allows user-defined methods to be used in rules by means of SWRL built-ins. A number of core built-ins are defined in the SWRL specification [6]. This core set includes basic mathematical operators and built-ins for string and date manipulations.

Our method for implementing functions in ontologies is based on a new and efficient way of using SWRL built-ins to provide three construct in the ontologies: sequence, condition and repetition. Any function with any degree of technical complexity can be implemented by means of these three constructs [48]. SWRL supports these constructs in some degree, for example, a rule defines a condition naturally. SWRL atoms in the body or in the head of a rule are in a sequence. The repetition is supported in SWRL rules partly. SWRL atoms with unbounded arguments act like loops. For example consider the rule $c(?x) \rightarrow mnb:du(?x)$. In this rule, $x$ is an unbounded argument then $c(?x)$ holds if class $c$ has one or more instances and for each of them, rule engine will execute $mnb:du(?x)$. Indeed, this rule means that for each instance of $c$ like $x$, execute $mnb:ru(?x)$. Property atoms with unbounded arguments act like loops, too. In addition, we have created some SWRL built-ins to define other loops. For example, the built-in loop:while can be used to define while loops. Also we have created if:if, if:then and if:else built-ins to define if-then-else like conditions.
SWRL rules that constitute body of a function are not in a sequence. To solve this problem, for each function one RDFList can be used to contain all of constituent rules. In addition to the elements which were added to the ontology in Section 3.1, to implement a function in the ontology some other elements are needed to be added to the ontology. First of these elements is the property hasBLList. the domain of this property is Function and its range is BList. BList is a subclass of rdf:List and to restrict this class to include only SWRL rules, a restriction like $\forall \text{ rdf: first .swrl:Imp}$ can be used.

All auxiliary elements, which have been identified in this section and section 3.1, are very essential to implement a function in the ontology. These elements can be added to template ontology for next use. We call the template, Basis Ontology (BO). The structure of the BO is illustrated with figure 1. All functions that are desired to be implemented in ontology should be direct or indirect instances of Function. The properties IN and OUT are used to define inputs and outputs of each function and, the property hasBLList relates a function to its body by means of a RDFList.

All built-ins that are needed to implement functions in the ontologies can be divided in three groups: 1. Core built-ins which provide math, string and logical operations. 2. Control built-ins that are needed to control the execution flow of functions. 3. Primary built-ins that are needed to manipulate ontology elements. The Core built-ins are described as a part of SWRL specification and the implementation of these built-ins have been released with protégé-OWL.
The Control built-ins, which are summarized in Table 1, are useful to define loops, conditions, blocks and function invocations. By means of the Primary built-ins which are summarized in Table 2, TBox and ABox of an ontology can be modified. These built-ins which can modify ontology elements at runtime have been implemented cautiously, because they can easily make the ontology inconsistent.

Table 1. Control built-ins that are implemented in lsb, if and loop libraries.

<table>
<thead>
<tr>
<th>Built-ins</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>lsb:Run</td>
<td>To invoke a function itself or other functions which are implemented in an ontology</td>
</tr>
<tr>
<td>lsb:begin</td>
<td>Indicates the beginning of a block</td>
</tr>
<tr>
<td>lsb:end</td>
<td>Indicates the end of a block</td>
</tr>
<tr>
<td>lsb:return</td>
<td>Ends up the execution of current block</td>
</tr>
<tr>
<td>lsb:halt</td>
<td>Terminates the current execution completely</td>
</tr>
<tr>
<td>if:if/else</td>
<td>To define an if-then-else construct</td>
</tr>
<tr>
<td>loop:for</td>
<td>To define for loops</td>
</tr>
<tr>
<td>loop:while/loop:do</td>
<td>To define while and do-while loops</td>
</tr>
</tbody>
</table>

Table 2. Primary built-ins

<table>
<thead>
<tr>
<th>Built-ins</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>lsb:ni</td>
<td>Creates new instances of given class</td>
</tr>
<tr>
<td>lsb:del</td>
<td>Deletes some instances</td>
</tr>
<tr>
<td>lsb:get</td>
<td>Gets instances which are related through given property to given instance</td>
</tr>
<tr>
<td>lsb:set</td>
<td>Relates an instance to the one instance through given property</td>
</tr>
<tr>
<td>lsb:setVar</td>
<td>Sets a SWRL variable value</td>
</tr>
<tr>
<td>lsb:getVar</td>
<td>Gets the value of given SWRL value</td>
</tr>
<tr>
<td>lsb:ed</td>
<td>To edit an instance</td>
</tr>
<tr>
<td>lsb:sel</td>
<td>To select an instance</td>
</tr>
<tr>
<td>option:input</td>
<td>Gets a value from user</td>
</tr>
<tr>
<td>option:inputClass</td>
<td>Gets a class or instance from user</td>
</tr>
<tr>
<td>option:inputInstance</td>
<td></td>
</tr>
</tbody>
</table>

We have implemented these built-ins in Java and they can be run with any java compatible rule engine like Jess. But there are two problems to run a function that has been implemented in the ontology by a classic rule engine like Jess. The first problem is related to the sequence constructs. There is no way to enforce a rule engine to execute constituent rules of a function in a sequential manner. We can create rule groups and assign them to related functions but for each group, the rules must be executed in a sequence, like a programming languages
statements. The second problem is related to SWRL variables. The SWRL variables are treated as universally quantified, and their scope is limited to the given rule. Therefore, a variable which is defined in one rule is inaccessible from other rules. We have solved these problems in the RE. The RE can execute all rules of a function in the specified order of its RDFList. Also, by means of some special built-ins, SWRL variables can be shared between different rules and global variables can be defined.

We have developed the RE as a set of java APIs. It can execute all types of SWRL atoms, and also Control Built-ins which have been summarized in Table 1 are meaningful to the RE. The RE interface provides a means for the software system to get connected to the RE. We also have developed a simple plugin for protégé-OWL which facilitates implementing of functions in ontology. By using this plugin we can first create a SRAD project to generate a BO as a start point for implementing desired functions, and then any function can be implemented and tested using protégé-OWL SWRL rules editor. When the RE is invoked to run a function, it first processes inputs and outputs datatypes and variables, then creates required data structures, next it fetches and executes the rules which are located in the RDFList of the function. Indeed, the RE acts as an interpreter that translates control built-ins and invokes primary built-ins.

For example, suppose that we want to implement a recursive function like \( \text{fac} \) that calculates the factorial of an integer value. For this purpose, we should create following rules:

**Input rule:** \( \text{int}(?x) \rightarrow \)

**Output rule:** \( \text{long}(?y) \rightarrow \)

**Body Rules:**

**Rule A:** \( \text{swrlb:lessThan}(?x, 2) \rightarrow \text{lsb:setVar}(?y, 1) \land \text{lsb:return}(1) \)

**Rule B:** \( \text{swrlb:greaterThan}(?x, 1) \land \text{swrlb:subtract}(?k, ?x, 1) \land \text{lsb:Run}(?o, \text{fac}, ?k) \land \text{swrlb:multiply}(?y, ?o, ?x) \rightarrow \)

Input and output rules indicate datatypes and formal variables. The RE first interprets these two rules and creates required data structures and puts the inputs and outputs in them. Then the RE fetches and executes Rule A. If input value, which is bound to the \( x \) is less than 2, then \( \text{lsb:setVar} \) built-in binds 1 to \( y \) as output value and then returns. If \( x \) value is greater than 1 then the function \( \text{fac} \) calls itself by \( \text{lsb:Run} \) with \( x-1 \) as its input.

4 SRAD Viewpoint

From the Object-Oriented viewpoint, a software program primarily consists of some objects that interact with each other and provide requested services to the end users. In the Structured
methodologies, the software program consists of some modules, so that data items flow between different modules and each module performs some computations and transformation on input items then generates output ones and eventually it passes them to other modules or external entities.

From SRAD point of view, a software program consists of formal description and implementation of requested functionalities in the AO. The AO encompasses both business logic and dynamic model of the software. All of system data is stored in the DO. Indeed, the Abox of DO is the data model of software and its Tbox, like a database, is a place where the system data is stored as sets of instances. Although, DO acts as a data repository here, storing the DO in a database is very important for security and efficiency reasons. Each functionality in the AO may have some inputs which are received from other functionalities or end users and generates outputs and finally returns them to the invocator.

To describe and implement any software system functionalities in AO, it’s a good idea to use BO as a start point. Therefore, each functionality in the AO should be represented as a subclass of Function, the inputs and outputs can be described using SWRL rules and the body of functionality can be implemented using some SWRL built-ins. To describe and implement the software functionalities in AO, the proposed method in Section 3.2 can be used. Inputs-outputs of functionalities can be primitive or compound. Primitives can be defined using subclasses of Datatype and to define compound items, DO classes can be used as their datatypes. In fact, each subclass of Datatype represents a primitive data type and any class which is defined in the DO can be used as compound data type. For example, if we define the inputs of a function with the rule int(?x)∧c(?y)→ then the function has two inputs; first an integer and second an instance of class c. It’s very important that all elements of the DO be available in the AO, so the DO must be imported in the AO. In Figure 2 the overall software architecture from SRAD viewpoint is illustrated.

![Figure 2 the software architecture in SRAD](image-url)
In Figure 2, the arrow that connects the Domain Ontology to the Application Ontology means the DO is imported in the AO. In a real system, although Abox of DO usually is small, its Tbox can be enormous and it’s not rational to keep this large amount of instances in a flat text file. This is good idea to store DO in a database using one of available approaches. The arrow between the D.B and the Domain ontology means that the DO is stored in the database. The Rule engine can be applied to the Domain Ontology for deducing new facts from existing ones based on SWRL rules and OWL axioms. Therefore, in the illustrated architecture, the software program can profit from both DBMS and rule engine advantages. The Application ontology should be available for the RE. It’s because just as the end user requests a functionality through the RE interface, the RE must load the functionality and other related ones from the Application ontology then perform the operations which are described in the body of requested functionality, finally send back suitable response to the end user through RE interface.

5 SRAD Model
The SRAD paradigm for software development has four general phases, including Cognition, Arrangement, Construction and Tryout. The first phase is Cognition and two main activities which should be performed in this phase are DO preparing and requirements elicitation. The output products of the Cognition activities are the DO and the requirements specifications, which are utilized by brief design activity in the next phase which is Arrangement phase. In the Arrangement phase, the software developers should identify all functionalities of the software then describe them and their inputs-outputs in the AO hierarchically. In fact, the hierarchical model of functionalities in the AO shows the architecture of the software. Some of functionalities get their inputs from end users and may send outputs back to them. Software developers should find such functionalities and design a reasonable interface for them. The output products of the Arrangement phase are empty AO and interface model which are used in the Construction phase. In the Construction phase, the software developers should define how the functionalities do their tasks and implement them in the AO by utilizing the method which has been explained in section 3.2. The user interface of functionality should be implemented by using sets of pages, forms and other required components. The last phase in SRAD paradigm is Tryout. In this phase, all functionalities should be tested by using different techniques and tools.

The SRAD paradigm is illustrated with Figure 3. In this figure, different phases are separated by dotted lines, each oval represents an activity in a phase, each rectangle represents a production that is produced in a phase and a directed line, based on its direction, represents that a production is produced by an activity or an activity uses a production to perform its tasks.
In the following subsections, we present more detail about each phase and activity. To clear discussion, we present a concise case study in this section. Library Management System (LMS) is an application which helps librarian to manage books and members of a library. We try to design and implement some parts of the LMS using the SRAD paradigm.

### 5.1 Cognition

The main goals of this phase are requirements elicitation and DO preparing. Basically, the DO is completely application independent and it reflects the existing knowledge of the domain. In other words, during the DO development process, it is not important who and how will use the ontology, but it is important that all objects and concepts of the domain would be exactly identified and described. Ontology development is a complicated activity and different methodologies are proposed to assist ontology engineers [49]. In a large and complicated domain, DO development may be as difficult as software development so it may seem frustrating, but in fact it is not so disappointing, because a lot of ontologies for more and more domains has been created and published in repositories on the internet [51]. We can search for suitable domain ontology by using ontology search engine like Swoogle [50] then modify it, if any modification is required.

DO preparing is equivalent to the data architecting in other paradigms, because the DO contains formal descriptions of all data objects in the software. The Tbox of the DO reflects or represents the data model of the software and compared to other methods and notations for data architecting, like EERD and UML class diagrams, the DO has very sensible and rational advantages like reasoning capability to ensure consistency, deduction based on SWRL rules,
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4 The complete code is available at https://sites.google.com/site/sradproject.
reusability of domain, interoperability etc. In the SRAD paradigm, the DO plays two roles. In the first role, the Tbox of DO is equivalents to the data model of the software system and represents the data architecture of the software system. In the second role, the Abox of the DO is a place where all data objects are stored.

Requirement elicitation is another activity in Cognition phase which should be accomplished by using well known requirement engineering methods and techniques. Some of non-functional requirements may be described in the DO and other ones should be noticed in the AO. For example, suppose this non-functional requirement in the LMS: “a member can borrow up to three books at the same time”. This requirement can be described in the DO using an OWL cardinality restriction and also can be considered in the AO when related functionality is being implemented. Functional requirements can lead developers to identify most of important functionalities. Some of the functionalities represent an operational description of the DO properties. For example, in the DO of the LMS a property like hasBorrowed, relates an instance of class Member to up to three instances of class Book. In fact, this property also refers to a functionality that software system should provide and enable librarians to borrow books to members.

5.2 Arrangement
To design a software system briefly in Arrangement phase, both the AO and the user interface model should be created. In SRAD paradigm, software architecture which should be described in the AO represents all software functionalities in a hierarchical organization. All of functionalities which have been identified in the phase Cognition should be arranged in the AO by creating an ontology class for each of them. The BO has some initial classes and properties, so it provides a good foundation to create the AO. For example, the class Function is superclass of all functionalities classes also properties IN and OUT are used to describe the input-output items of each of functionalities.

In first level, the whole software can be considered as one functionality to itself, because it receives some inputs from external objects and after performing needed processing, it generates the outputs as results. By following a top-down approach, in level 1, the whole software system is considered as a single functionality and a direct subclass of Function is created for that. If the software developers are going to develop two or more software systems in target domain, a direct subclass of Function should be created for each of them. Now with the aid of the organizational chart of business, gathered requirements, and the DO properties, the software developers should identify level 2 functionalities. In general, a functionality in level x provides its services and performs its operations by invoking some other functionalities from level x+1. In other words, each functionality may have some sub functionalities which should be created as direct subclasses of super functionality class. When a functionality could perform its
operations by invoking some SWRL built-ins, it’s not needed to divide it to some sub functionalities. A functionality in a level of hierarchy can have more than one super functionalities from higher levels. This improves reusability of the software architecture elements.

After identifying the functionalities and arranging them in the AO, software developers should describe input-output items of them by using properties IN for the inputs and property OUT for the outputs. A functionality may sometimes need to get its inputs from the end users or represent outputs directly to them. Such functionalities need user interfaces to interact with the end users, then after arranging functionalities in the AO, the developers should design appropriate user interfaces for them. As it was explained in Section 3.2, some built-ins may have user interfaces, so that they facilitates the designing of related functionalities user interface and free developers from involving in the user interface details.

For example, again consider LMS which its AO is illustrated with Figure 4 partly. In first level we have created class LMS in the AO as subclass of Function. The LMS represents the whole software system as a functionality. In level 2, we have create classes BorrowBook, DeliverBook, MemberManage, BookManage and Login as subclasses of LMS. Hear we have expanded the BorrowBook with some sub functionalities like SelectBook, SelectMember, UpdateBookInf, UpdateMemberInf and CheckConditions. It’s because that, when a member wants to borrow a book from a librarian, first the librarian should select the member and then select the books that the member wants to, after these, CheckConditions should be invoked.
to verify if the member is allowed to borrow the books, and finally if the member is allowed the books and the member information should be updated in the DO.

5.3 Construction
As it is illustrated with Figure 3, the input products of the Construction phase are empty AO and user interface model. The empty AO contains all of the software functionalities as a class hierarchy, and input-output items of the functionalities are described using SWRL rules. The empty AO doesn’t have any implementation so all of functionalities which are identified in the previous phase should be implemented in the Construction phase using a down-top approach. The implementation activity begins with the functionalities in the lower levels of class hierarchy which don’t have any sub functionalities. The functionalities can be implemented by using SWRL built-ins just as proposed method in Section 3.2. In fact, all processing and computations that are needed in the functionalities are done by invoking proper built-ins. It’s very important that the implementation of required built-ins be available to the developers.

After the implementation of all sub functionalities of a functionality, it’s time to implement the super functionality. The functionalities in the higher levels of class hierarchy are mainly implemented by invoking their sub functionalities through the built-in Run which has been described in Table 2. We believe illustrated built-ins in Table 1 and Table 2 satisfy primitive demands of developers, but undoubtedly in some cases developers need to create new built-ins. Although creation of new built-ins can be difficult and time consuming, the demand for new built-ins will be reduced with time in the future projects.

When the functionalities are being implemented by developer, they can find some of them which reside in higher levels of class hierarchy, don’t need to be implemented. The main responsibility of such functionalities is providing interfaces to enable the end users to select and invoke one of their sub functionality. To design user interface in detail and implement it, the developers should only think about functionalities that don’t need to be implemented and provide proper interfaces for them. Some other functionalities which need to be implemented, also need to interact with end users directly. This interaction should be done through the user interfaces of built-ins. In fact, much complexity of user interface design and implementation should be solved in the built-ins level. Then the user interface design activity in Construction phase only includes designing and implementing of a small number of user interface components which enable the end users to select and invoke required functionalities.

5.4 Tryout
In this phase, developers should conduct some tests to ensure that all functionalities are valid and all user requirements are met by them. Testing process begins in the small and progress towards testing in the large, so the functionalities that reside in the lower levels of the class hierarchy should be tested before their super functionalities. We have developed a test bed as
a protégé plugin which enables software testers to invoke the functionalities with different inputs to check them up for errors, requirement conformance and performance. The Tryout phase can be concurrent with the Construction phase so that after implementation of each functionality it can be tested instantly. Software testers should design some test cases which have high probability of finding errors. After testing of the root of class hierarchy, the software is likely to have no errors or problems.

6 Evaluation

Although using the SW technologies in SE is not a new subject and currently there are many approaches to that, we believe that SRAD is the first step to combine SE and the SW completely, because in SRAD the software model and code are both in the ontologies and the AO and the DO are everything. Compared to traditional software development paradigms that the developers using them should create models to understand software functionalities and finally generate codes from them and put the models away, in SRAD we create models not only for design and maintenance purposes, but to execute software from them. In other words, the SRAD model leads the developers to create runnable models so that they don’t need to generate code from them; they only use some tools to execute software from models directly.

Software systems which are developed with SRAD don’t need a direct interaction with a DBMS. In fact instead of database tables and tuples, the software systems data is stored as a set of ontology instances and developers need suitable APIs to interact with the ontology elements. By using ontology instead of data base, we can profit from both reasoners and rule engine capabilities like consistency checking and fact finding. The developers can describe and define some facts, statements and relationships by ontology language axioms which are impossible to be described by data bases modeling languages and tools. But data bases have some powerful attributes like efficiency, safety, security, recoverability etc, which shouldn’t be neglected. By putting ontologies in databases we profit from both DBMS efficiency and ontology expressiveness power.

Rapid Application Development (RAD) models have recently had many proponents. By using these models, the developers concentrate on reduction of software production time and costs and they often miss complete documentations, so the developed software with RAD models would be very hard to maintain. It’s because a clear understanding of a software system plays a prominent role in software maintenance activity, and the understanding of a software system with missing documentations can be dramatically hard for maintenance team. Basili has said “Most software systems are complex, and modification requires a deep understanding of the functional and non-functional requirements, the mapping of functions to system components, and the interaction of components.” [9]. SRAD is a rapid model, so the software maintenance is
expected to be hard, but indeed it can be very easy and straightforward. It’s because using ontologies as model and code forms the basis of SRAD, and unlike almost all of other paradigms, in SRAD the developers don’t put away these semantic models, even after software implementation. Consequently, the maintainers can understand the software easily with the aid of the AO and the DO. We believe that compared to other software paradigms, software maintenance in the SARD can be very facile and straightforward.

Reusability is another advantage of SRAD. In the Cognition phase, The DO can be reusable and the developers can find appropriate domain ontology from online repositories and also in the Arrangement and the Construction phases, SWRL built-ins are reusable. In addition to the DO and the built-ins, the functionalities which are described and implemented in the AO can be reusable. It’s because the AO of a software system can be populated on the web and its elements can be referred through their Internationalized Resource Identifiers (IRIs) in the Arrangement or Construction phases of other software systems. In face, the distributed nature of web is inherited by the AO then in addition to reusability of functionalities through IRIs, we can distribute the AO among multiple sites and divide processing load between multiple machines.

7 Suggestions and Conclusion
The SW technologies can improve the SE paradigms to reduce the time and the cost of software production and maintenance. The SW languages provide facilities to describe the spread of information on the web formally by creating some special semantic models, which are called ontologies. We have used these semantic models to describe the domain and the functionalities of application software. The software documentations are more than likely to be incomplete in other RAD paradigms and then although they decrease production expenses, maintenance costs might increase. It’s because the understanding of software is very pivotal to maintenance process. Consequently, RAD paradigms may increase the overall expenses of software production, especially when domain of software is change frequently. In SRAD, model is software and software is model, then we execute the software from model directly. These models are very advantageous to software maintenance.

We have developed some primitive tools including the RE, the RE Interface and the SRAD Protégé plugin which enable desktop application software developing with SRAD. Undoubtedly, they might be insufficient and might be difficult to use, also these tools don’t support web application. It’s a good idea to implement the RE as a complete application server. For this purpose, we intend to combine the RE with Apache Tomcat⁵ and create built-ins with web based user interface. Also, we can develop some tools to translate ordinal object oriented

⁵ http://tomcat.apache.org/
software systems to SRAD like ones. Such translation is useful to maintenance of software system with mutable domain.
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