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Abstract. With the increasing amount of Linked Data published on the Web, the community has recognised the importance of the quality of such data and a number of initiatives have been undertaken to specify and evaluate Linked Data quality. However, these initiatives are characterised by a high diversity in terms of the quality aspects that they address and measure. This leads to difficulties in comparing and benchmarking evaluation results, as well as in selecting the right data source according to certain quality needs. This paper presents a quality model for Linked Data, which provides a unique terminology and reference for Linked Data quality specification and evaluation. The mentioned quality model specifies a set of quality characteristics and quality measures related to Linked Data, together with formulas for the calculation of measures. Furthermore, this paper also presents an extension of the W3C Data Quality Vocabulary that can be used to capture quality information specific to Linked Data, a Linked Data representation of the Linked Data quality model, and a use case in which the benefits of the quality model proposed in this paper are presented in a tool for Linked Data evaluation.
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1. Introduction

The Linked Data principles promote publishing data and interlinking them in a machine-readable manner using Web standards. Linked Data, along with the other Semantic Web technologies, allows data to be interlinked and reused across organizational boundaries instead of being data silos used by a single organization. Linked data has several advantages over other data paradigms, namely [33]: (a) global identifiers for data that can be accessed using the Web infrastructure and typed links between data from different applications; (b) the graph-based RDF data model that allows consuming and merging data from different sources without having to do complex structural transformations; and (c) explicit semantics of data expressed in RDF Schema or OWL ontologies which can be aligned and mapped to data models of other applications using techniques such as ontology matching. However, along with these benefits there are a new set of challenges for data quality with respect to aspects such as dereferenceable identifiers, semantic accuracy and consistency. Furthermore, the process of Linked Data generation generally includes data transformation steps, mapping data to several vocabularies or ontologies and fusing data from different data sources, which opens the door to possible data quality issues.

Quality is well recognised as a crucial need across domains (e.g., civil engineering, software), and in order to provide high quality products and services, the specification and evaluation of quality is of high importance [7]. Similarly, data is a pivotal asset in many domains such as medicine, education or government, and the
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importance of data quality has led to different data quality legislations such as the US Data Quality Act [35] or the BCBS 239 Data Quality Mandate [12]. Furthermore, the success of many business processes depends largely on the quality of data [27]. While the literature describes different definitions of data quality, the general notion is that data quality is tightly connected to the use and usefulness of data. The ISO defines data quality as a “key component of the quality and usefulness of information derived from that data” [27], while Juran and Godfrey define it as a “fit for intended use in operations, decision-making, and planning” [29]. Following this discussion, with an increasing amount of data available on the Web as Linked Data, the quality of Linked Data datasets is of high concern.

Various initiatives exist with the common goal of specifying the quality of Linked Data and evaluating Linked Data datasets. Quality assessment in these initiatives, however, is quite diverse since different authors focus on different aspects of Linked Data, on different characteristics (e.g., completeness, licensing, accuracy), and on different measures for these characteristics (e.g., missing links, indication of attribution, semantically incorrect values). Furthermore, some authors have developed methodologies and tools for Linked Data evaluation, which are also characterised with a high diversity in terms of the evaluated characteristics and measures.

Quality models are important for providing consistent terminology and guidance for quality assessment and are the basis for the evaluation of any product or service. This is especially significant for the integration of evaluation results and benchmarking, which is one important aspect of evaluation [30][21], and without a quality model it is sometimes difficult to integrate evaluation results, perform benchmarking, or to select products or services according to their quality. Because of this, the ISO recognised the need for a quality model for data, and produced the ISO 25012 quality model [27]. However, the ISO data quality model can be regarded as very general and, furthermore, it does not include particularities of Linked Data. The W3C has also recognised the need for having a unified ontology for describing data quality and produced the W3C Data Quality Vocabulary [3] (DQV [1]) within the W3C Data on the Web Best Practices Working Group. Nevertheless, DQV aims to be a lightweight ontology suitable for any type of data on the web (e.g., CSV, XML, HTML, RDF, etc.), thus it is generic and does not address the specific characteristics of Linked Data. Furthermore, it only provides a base framework for describing quality metrics and measures but does not define concrete quality metrics, which are expected to appear in quality models. Nevertheless, a data quality model could use DQV as the base ontology for representing the quality model elements as Linked Data.

Motivated with the previous discussion, this paper presents a quality model for the evaluation of Linked Data. It is a hierarchical quality model that provides unique terminology and that describes quality elements (i.e., a set of quality characteristics and a set of measures) related to Linked Data. The quality model presented in this paper has been defined relying on the state of the art in Linked Data quality evaluation and specification and extends the ISO 25012 data quality model. Unlike the current state of the art, our quality model formalises a classification of different types of quality measures, and defines some measures, together with their related formulas that have not been specified in the literature.

This paper also presents an extension of the W3C Data Quality Vocabulary in order to provide means to describe the particularities of Linked Data quality, together with the Linked Data representation of the quality model according to the mentioned extension (RDF instances), with dereferenceable URLs of all the quality model elements. By using these artefacts, it is possible to capture the evaluation results of any particular Linked Data dataset, as well as to make unique references to the evaluated metrics. This can ease interoperability and provide better integration of various evaluation efforts.

The quality model proposed in this paper has been used in a use case of a tool for the evaluation of Linked Data. This paper also presents the mentioned use case and how the quality model has been used in the development of the evaluation tool. Furthermore, the tool developed for the use case uses the DQV ontology and the extension proposed in this paper, together with the Linked Data representation of the quality model, to describe Linked Data evaluation results.

This paper is organised as follows. Section 2 presents related work in the fields of quality modelling, Linked Data quality evaluation and specification, and ontologies for representing Linked Data quality. Section 3 presents the quality model for Linked Data, while Section 4 presents the ontology for capturing the results of Linked Data assessment, as well as the RDF dataset that describes the Linked Data quality model. Section 5 presents a use case in which the Linked Data quality
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model proposed in this paper has been used in the development of a tool for the evaluation of Linked Data datasets. Section 6 discusses the main contributions of this paper and, finally, Section 7 draws some conclusions and ideas for future work.

2. Preliminaries

This section describes the related work in the domains of interest of this paper, which include quality modelling, Linked Data quality specification, and ontologies for representing Linked Data quality.

2.1. Quality models

A quality model is defined through a set of specific quality characteristics, quality sub-characteristics, quality measures, and through the relationships between these characteristics and measures [27,5,28] and, to this extent, represents a specification of quality-related information. Quality measures defined in a quality model capture some information about quality characteristics and sub-characteristics and, usually, a classification of different types of quality measures is specified in the quality model [37,26]:

- **Base measures** are measures that are a direct output of an evaluation; they can be related to one part of an evaluation (i.e., one test) or to the whole evaluation. An example of a base measure for web browsers can be startup time, memory consumption or number of open tabs in a single test.

- **Derived measures** are measures obtained by combining different base measures. An example of a derived measure for web browsers can be memory consumption per open tab in a single test.

- **Indicators** are measures that are obtained by combining base and/or derived measures (e.g., from a number of tests), and are related to a whole evaluation. An example of an indicator for web browsers can be average startup time, or average memory consumption per tab.

Although the classification of the previously specified types of quality measures should be specified for each quality characteristic in a quality model, in the cases where a simple quality measure can sufficiently describe a sub-characteristic, derived and/or base measures are not necessary and quality indicators can be defined as a direct output of the evaluation. An example of such case can be an indicator that describes multilingual support of a web browser.

In some cases, additional inputs in the evaluation process are required in order to evaluate a specific measure (e.g., page loading time requires a set of specific web pages to load). Furthermore, these inputs are necessary in some cases in order to obtain enough information that enables the evaluation of a measure (e.g., for evaluating domain consistency in a triple of a dataset, it is necessary to obtain information about the ontology used for representing a dataset and the domain of a property found in the observed triple).

Where possible, for each quality measure, relationships should be defined formally (e.g., in terms of formulas) and each indicator is assigned as a measure of some quality sub-characteristic. For example, average startup time measures the browser time behaviour sub-characteristic, which can be defined as a sub-characteristic of the time behaviour characteristic.

Hierarchical structures of quality measures, as defined above, contribute in a better understanding of quality measures and their relationships [9]. Furthermore, especially having in mind information such as formulas, the evaluation of quality measures is more straightforward and an easier task when their complete hierarchy is defined.

Quality models are accepted as a valuable resource in quality assessment and specification and, in this context, they are used as a reference to the quality measures to be evaluated. By providing important details about quality measures, such as definitions, scales or formulas, quality models provide a guidance on which measures are important for evaluation and how to measure them. Various quality models have been described in the literature, both generic ones as domain-specific ones.

When it comes to data quality, the International Organization for Standardization (ISO) recognised the need for a data quality model and produced the ISO 25012 (SQuaRE) data quality model [27]. According to such standard, data quality is “a common prerequisite to all information technology projects”.

The ISO 25012 quality model defines fifteen data quality characteristics classified into inherent data quality characteristics and system-dependent data quality characteristics. The standard also recognises that the data quality characteristics can have different priorities in different cases. Furthermore, the standard allows that, depending on the use case, some characteristics can be excluded or that new ones can be added. This has been a common practice in software engineering, where var-
ious researchers have developed domain-specific software quality models based on the generic ISO 25010 software quality model [28] by introducing new quality characteristics and sub-characteristics. In order to extend an existing quality model, researchers usually use methods that are based on a top-down approach, such as the ones presented by Franch and Carvallo [18] or by Behkamal et al. [7], or methods that are based on a bottom-up approach, such as the one described by Radulovic et al. [27]. Furthermore, Dromey suggests that both approaches can be important for building quality models [15].

The top-down approach for extending quality models starts from an existing generic quality model, i.e., adopts an existing quality model and defines new quality characteristics and sub-characteristics. It then continues with the definition of quality measures for measuring these quality sub-characteristics and of the relationships between these measures. On the other hand, a bottom-up approach starts by defining a hierarchy of quality measures and the relationships between them. These relationships are typically defined in terms of the formulas used for the calculation of these measures. Once the quality measures are defined, a hierarchy of quality sub-characteristics and characteristics is constructed, which are then aligned to quality characteristics from an existing generic quality model.

In order to describe general quality model and evaluation result information that are in line with ISO standards, two ontologies have been provided in the state of the art. The Quality Model ontology [2](QMO) defines a generic ontology for representing quality models and their resources in any particular domain; it can be used as a generic ontology for specifying quality. The main classes of QMO are based on the ISO standards and it also uses the ISO terminology. Apart from the classes for describing quality measures (base measures, derived measures and indicators) and quality characteristics, QMO provides the means to describe units of measurement and measurement scales for each quality measure. Also, QMO provides a number of properties for describing relationships between the quality measures. In the context of the conceptual model, QMO provides means to describe the data related to the Linked Data quality model, since it is intended to be a general ontology.

The Evaluation Result ontology [3](EVAL) defines a generic ontology for representing results obtained in an evaluation process; it is an ontology for representing the results of a quality assessment and is an extension of QMO. The classes of this ontology provide means for capturing the specific values obtained in an evaluation process and for relating such values to quality measures and evaluated subjects (e.g., a specific dataset). They also provide the possibility to describe measurement scales and units of measurement for the obtained values, as well as inputs in the evaluation. In the context of the conceptual model, EVAL provides means to describe quality values and evaluated datasets.

2.2. Linked Data quality specification

To the best of our knowledge, there is no clearly defined quality model for Linked Data. However, various efforts over the years have contributed to the understanding and quality specification of Linked Data. These efforts are mostly concentrated on quality evaluation of Linked Data datasets, as well as on the theoretical aspects of Linked Data quality.

Unlike the ISO standards, the literature describes the quality of Linked Data using different terminology. Characteristics of a dataset are called dimensions by Zaveri et al. [39], which are assessed with quality indicators. Furthermore, according to Bizer and Cyganiak [10], a procedure for measuring a data quality dimension is called indicator, measure, or metric.

Zaveri et al. [39] provide in their work a comprehensive review of the various efforts related to Linked Data quality specification and evaluation, with a comprehensive classification of quality dimensions and metrics found in the literature. It presents 69 metrics grouped into 18 quality dimensions extracted from 30 Linked Data quality related papers published from 2002 to 2014. The conclusion that can be made from their work is that the efforts described are quite diverse in terms of the dimensions evaluated and the calculated measures. Since 2014, Behkamal et al. published a set of 10 metrics to assess 18 quality issues they identified [8]. Besides, Albertoni et al. proposed a metric for estimating the multilingual information gain through a linkset [4].

There are several tools in the literature that support quality assessment of Linked Data [10, 22, 23, 28, 31, 33, 36, 34, 24, 23, 31, 33, 38, 16, 10]. These tools vary in their scope for assessing quality. On the one hand, there are tools that are focused on assessing quality along one dimension, such as trust (TrustBot [23], Trellis [22], tSPARQL [25]) or interlinking (LinkedQA [24], Li-Quate [38]). On the other hand, there are tools that are frameworks for generic quality assessment such as
Furthermore, there is a set of tools that allows an exploratory inspection of quality issues such as ProLOD [11], LODStats [16], ABSTAT [36], and Loupe [34] that mainly use different statistics and patterns extracted from data. The quality model proposed in this paper can be used by all these tools.

With respect to the state of the art described in this section, the quality model presented in this paper contributes in several ways: i) it provides a unified reference for Linked Data quality, by describing a set of quality characteristics and measures, together with definitions and formulas; ii) it introduces a hierarchy of quality measures as described in the beginning of Section 2.1, relying on the current state of the art and extending it with the mentioned hierarchy in the case of each measure; and iii) it describes important details of each quality measure, such as quality aspects related to Linked Data, units of measurement or measurement scales.

2.3. Existing quality specification and assessment ontologies

A number of ontologies, related to quality specification and assessment have been developed in the Semantic Web / Linked Data field to this date. These ontologies represent quality meta-models that can be used for describing quality-related information found in quality models. Next, we give a brief overview of the most relevant ontologies in the context of Linked Data quality.

The Data Quality Management Vocabulary (DQM) [19] is an ontology for representing data quality management activities in Semantic Web architectures. The main concepts of this ontology include data quality requirements, i.e., quality-relevant expectations on data and data quality reports with data quality scores. The goal of the DQM ontology is to automate the creation of quality reports based on the data quality requirements defined using the DQM ontology with a data quality score based on each requirement. Further, by using Semantic Web technologies it aims to do automated consistency checking between a set of data quality requirements and also to facilitate the exchange of both data quality requirements and data quality results. Unlike the conceptual model, DQM provides classes that are specifically related to some concrete aspects of quality (e.g., a class for denoting that a property is missing in a dataset).

The Dataset Quality Ontology (daQ) [13] is an ontology for representing the quality of a dataset. The ontology defines the classes related to quality category, dimension, and metric, and several properties to define the relationships between these classes. The classes and properties in daQ are defined as abstract and, therefore, they are not directly used. Instead, the intended use of this ontology implies the creation of specific classes and properties defined as subclasses and sub-properties of those defined in daQ. This means that, unlike in QMO and EVAL (Section 2.1), where the elements such as measures and characteristics are defined as instances, when using daQ these elements are mainly defined as classes. In the context of the conceptual model, daQ is equivalent to QMO, with the difference of the usage of different terminology.

The Data Quality Vocabulary (DQV) [3] is an ontology for representing the quality of datasets that has been developed by the W3C. Similarly as daQ, and unlike QMO and EVAL, DQV is an ontology specifically developed having in mind datasets. DQV provides classes and properties for capturing information about quality categories, dimensions and metrics of a dataset, as well as about quality certificates, standards and provenance related to a dataset. In the context of the conceptual model, DQV tends to provide the means for capturing both the details about quality (i.e., characteristics and measures) and about quality values (results of evaluation). Furthermore, although DQV is specifically designed for datasets, it does not provide the means to describe some specific aspects of Linked Data.

With respect to the state of the art described in this section, this paper contributes with the extension of existing ontologies in order to enable capturing information related to Linked Data which is not covered by the existing ontologies, as well as with bringing existing ontologies under unique umbrella by connecting their semantically related concepts.

3. Quality model for Linked Data

This section describes a quality model for Linked Data and how it was defined using the bottom-up methodology proposed by Radulovic et al. [37]. The starting point for the definition of the quality model was the state of the art in Linked Data quality assessment and specification, and in particular the work done by Z-
veri et al. [39]. Since the quality model presented in this section describes a classification of quality measures (i.e., base measures, derived measures and indicators), we have decided to adopt the terminology as described by the ISO standards.

The work by Zaveri et al. does not specify any base measures, derived measures nor indicators per se, and it does not specify a classification of quality measures, as the mentioned one that has been adopted in our work. Rather, Zaveri et al. define metrics which in different cases are related to different types of measures in our classification. In some cases, a metric described by Zaveri et al. appears in our quality model as a base measure, and in these cases we have used this measure in order to define derived measures and/or indicators that do not appear in the work by Zaveri et al. In other cases, a metric described by Zaveri et al. appears in our quality model as an indicator, and in these cases we have defined the base and/or derived measures that are used to calculate these indicators.

The main motivation for presented quality model and defined hierarchy of measures lies in: i) providing higher level of details about measures and their relationships, which are derived from the state of the art and the community has found them useful and has used them in practice; ii) aligning with the well-known quality model structure defined in the ISO standards.

3.1. Quality model overview

Data quality is a multifaceted concept and different quality measures in a quality model can be related to different aspects of quality. The Linked Data quality model that we propose encompasses the different aspects of Linked Data quality, as illustrated in Figure 1 and all quality measures are classified according to these aspects.

The aspects of Linked Data quality can be categorised into two main groups: i) aspects related to inherent data quality; and ii) aspects related to the infrastructure that is used for serving the data. For instance, on the one hand, quality characteristics such as the accuracy of facts represented in Linked Data or the completeness of a dataset are intrinsic to the data themselves. On the other hand, quality characteristics such as response time of a Linked Data resource or support for different media types through content negotiation depend more on the capabilities of the server applications and hardware devices that are used to serve the data. The same dataset hosted in different infrastructures and system configurations could have different levels of quality.

The motivation for identifying the aspects associated with Linked Data and annotating the quality measures with the relevant aspect is to help quality evaluators to select the most relevant metrics depending on their quality requirements and to have a better understanding about them. For instance, Linked Data providers will know that any measures related to infrastructure will have to be re-evaluated if the provider changes the Linked Data servers and other publishing infrastructure.

The Domain data aspect refers to the concrete facts contained in the dataset. The quality of the domain data can be measured with respect to different quality characteristics such as accuracy, completeness, or timeliness. For instance, in a dataset about cities of Spain, a fact such as that the city of Madrid has a population of 3,165,235 inhabitants could exist. This fact can be assessed to verify that it is correct and not outdated (i.e., it reflects the situation in the real world) so that it has sufficient quality for a given use case. Further, if the use case requires the dataset to have information about all the cities in Spain the completeness can be verified by checking the dataset against a list of all Spanish cities from an official dataset from the Spanish government.

The Metadata aspect refers to the information that provides the context and additional information about the domain data or conditions on the usage of data. The quality of metadata can be measured with respect to quality characteristics such as compliance or trustworthiness. For instance, for a dataset to be fit for a given use case, the data consumer may require to know about the provenance information, such as the provider of the data and its source, or the license information, so that a
consumer can evaluate whether she can legally use the data for a concrete use case in commercial settings.

The **Vocabulary** aspect refers to the selection of vocabulary (ontology) terms representing both domain data and metadata. The ontologies used can be evaluated with respect to quality characteristics such as interoperability, conciseness, or understandability. For instance, if the common standard ontologies such as FOAF, DC Terms, SKOS, PROV that facilitate interoperability are used and if the ontologies used have dereferenceable identifiers with appropriate documentation that increase their understandability.

The **RDF model** aspect refers to different designs that are taken into account when modelling the domain data and metadata as RDF data. The quality of the RDF data model can be measured with respect to quality characteristics such as representational conciseness or the irregular use of RDF features such as collections, containers, or reification. For example, the use of collections without valid properties such as first and rest properties can violate the representational conciseness and affect performance.

The **Interlinks** aspect refers to exposing the RDF data as Linked Data and to linking the data to other relevant data so that consumers can discover more related data with the follow-your-nose approach. The quality of Linked Data interlinking can be measured with respect to quality characteristics such as accessibility or representational conciseness. For instance, in addition to proper RDF modelling, data can be made more useful by applying the Linked Data principles so that entities are named using HTTP URIs, useful information is provided when those URIs are looked up, and the entities are linked to the other related entities.

The **Infrastructure** aspects identify the approaches that are commonly used to expose Linked Data, such as Linked Data servers, SPARQL and Linked Data Fragments endpoints, or RDF dumps in file servers. The quality of the infrastructure can be measured with respect to quality characteristics such as accessibility or representational conciseness. For instance, in addition to proper RDF modelling, data can be made more useful by applying the Linked Data principles so that entities are named using HTTP URIs, useful information is provided when those URIs are looked up, and the entities are linked to the other related entities.

The **Serialization** aspect refers to the representation of RDF data in some RDF serialization format such as Turtle, RDF/XML, JSON-LD, N3, N triples, N quads, or Trig. In the case in which Linked Data are available as bulk download, the serialization could be a compressed archive such as a zip or a tarball archive. The quality of the representation can be measured with respect to quality characteristics such as syntactic accuracy, interoperability, or versatility. For instance, if an RDF document is serialised using RDF/XML the serialised representation of the model should follow all the syntactic rules defined by the RDF/XML Syntax specification [20].

Apart from this categorization in terms of aspects, Linked Data quality encompasses different levels of RDF concepts, including: i) IRIs/Blank nodes/Literals; ii) individual statements (i.e., triples); iii) RDF graphs; and iv) RDF datasets as a whole. These different levels are shown in Figure 2 and each quality measure in the Linked Data quality model is related to one of these levels.
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The following sections present how the bottom-up approach has been used in order to define the Linked Data quality model. Due to space reasons we cannot present the quality model definition in complete details; therefore, for illustration purposes we present the outcomes of each step in the bottom-up methodology related to only a subset of the quality model. For each quality measure presented, we emphasise the aspect it measures (Figure 1) and the level on which the measure is calculated (Figure 2).

The complete overview of our quality model can be found at the Linked Data quality model wiki [5].

### 3.2. Identification of base measures

The first step in building the Linked Data quality model was to identify the base measures. In total, we have defined 89 base measures, out of which 44 directly come from the survey by Zaveri et al. [39] and 45 have been newly introduced in our work. These measures are described in detail in the quality model wiki and [5].
are classified according to the quality characteristic that they are related to.

With respect to the RDF data model levels (Figure 2), each base measure can be related to any of such levels. For example, base measures related to IRIs include:

- **IRI dereferenceability.** Whether an IRI is dereferenceable or not. This measure is related to the *Infrastructure* aspect (Figure 1), and possible values for this measure are *true* and *false*.

- **Short IRI.** Whether an IRI is short or not. This measure is related to the *RDF model* aspect, and possible values for this measure are *true* and *false*.

In some cases, base measures can be related to a triple in a graph or a dataset. An example of such a base measure includes:

- **Subject dereferenceability.** Whether a subject in a triple is dereferenceable or not. This measure is related to the *Infrastructure* aspect, and possible values for this measure are *true* and *false*.

Depending on the context of their use in the evaluation, i.e., in the calculation of derived measures or indicators, some base measures can be related both to the IRI or triple level. An example of such a measure is:

- **Subject types.** A list of classes that an instance represented by an IRI (or a subject in a triple) is type of. This measure is related to the *Vocabulary* aspect, and possible values for this measure are any ontology class.

The previous base measures are related to the IRIs or triples in a dataset, and these measures alone can be useful in the process of error correction and data repair. Finally, an example of base measures that are related to a graph or a dataset include:

- **Number of interlinked subjects.** The total number of all subjects in a dataset that are linked.

- **Number of subjects.** The total number of subjects in a dataset.

- **Number of IRIs.** The total number of IRIs in a dataset.

- **Number of triples.** The total number of triples in a dataset.

**Number of interlinked subjects** base measure is related to the *Interlinks* aspect and the rest of the base measures are related to the *Domain data* aspect and the value for each of these measures can be any natural number.

### 3.3. Identification of derived measures

In this step, the previously defined base measures are used in combination with the inputs in the evaluation (e.g., an ontology) in order to define derived measures. Similarly as in the case of base measures, derived measures for Linked Data datasets can be related to different RDF data model levels. In total, 23 different derived measures have been defined, which are described in detail in the quality model wiki, and are classified according to the quality characteristic that they are related to. In total, 6 derived measures come directly from the survey by Zaveri et al., and 17 derived measures have been newly introduced in our work.

By analysing all the defined base measures, we identified several patterns of defining derived measures that will be used by the quality model presented in this paper.

Some patterns are related to the aggregation of base measures in a higher RDF data model level. When a base measure of a lower level such as an IRI is measured, it can be aggregated to come up with derived measures that are associated with a higher level such as triples, RDF graphs or datasets. An example of such aggregation is:

- **Number of dereferenceable IRIs.** The total number of dereferenceable IRIs. This measure is related to the triple, graph or dataset levels, and is defined using **IRI dereferenceability**, which is an IRI level base measure. Furthermore, this derived measure is related to the *Infrastructure* aspect, and possible values for this measure are any natural number.

- **Number of dereferenceable subjects.** The total number of dereferenceable subjects. This measure is related to the *Infrastructure* aspect, and possible values for this measure are any natural number.

Other patterns are related to the interpretation or the combination of base measures that are related to the same RDF data model level. Sometimes, it is possible to combine or interpret various base measures in order to define new derived measures that are on the same RDF data model level as the base measures used for their definition. Examples of such derived measures include:
– **Disjoint classes.** Whether an instance represented with a specific IRI is an instance of disjoint classes. This measure is related to the IRI level and is defined using **Subject types**, an IRI-level base measure. Furthermore, this derived measure is related to the **RDF model** and **Vocabulary** aspects, and possible values for this measure are **true** and **false**. In order to calculate this derived measure, an ontology is needed as an input in the evaluation in order to examine ontology classes and axioms and to obtain information about disjoint classes to be compared with types of the observed instance in a dataset.

– **Domain consistency.** Whether the type of a subject in a specific triple is consistent with the domain of a property of a triple. This measure is related to the triple level, and is defined using **Subject types**, a triple-level base measure. Furthermore, this derived measure is related to the **RDF model** and **Vocabulary** aspects, and possible values for this measure are **true** and **false**. In order to calculate this derived measure, an ontology is needed as an input in the evaluation in order to examine properties and to obtain information about property domain to be compared with the type of the observed triple in a dataset.

### 3.4. Identification of indicators

In this step, we have defined 124 quality indicators by combining base and derived measures, out of which 32 have been newly defined in our work. Usually, indicators are defined using the base or derived measures on a lower data model level, and they are themselves related to the higher data model levels. Similar as in the case of base and derived measures, an indicator can be related to different RDF data model levels. All the indicators are described in detail in the quality model wiki and are classified according to the quality characteristic that they measure.

From the previously specified derived measures, the following indicators were obtained:

– **Average IRI dereferenceability.** The average number of dereferenceable IRIs. This measure can be related to the triple, graph, or to the dataset levels and, furthermore, it is related to the **Infrastructure** aspect.

– **Average disjoint classes.** The average number of instances of disjoint classes. This measure can be related to the graph or dataset levels and, furthermore, it is related to the **RDF model** and **Vocabulary** aspects.

– **Average domain consistency.** The average number of triples in which the subject is consistent with the property domain. This measure can be related to the graph or dataset levels and, furthermore, it is related to the **RDF model** and **Vocabulary** aspects.

In some cases, quality indicators can be derived based only on base measures. An example of such indicators include:

– **Instance interlinking.** The average number of interlinked instances. This measure can be related to the graph or dataset levels and, furthermore, it is related to the **Domain data** aspect.

– **Average short IRIs.** The average number of short IRIs. This measure can be related to the graph or dataset levels and, furthermore, it is related to the **RDF model** aspect.

All previously specified indicators have a ratio scale with values ranging from zero to one hundred, expressed in percentage.

Finally, some indicators have been directly defined without the need for base or derived measures. Examples of such indicators include

– **SPARQL 1.1 support.** Whether a dataset SPARQL endpoint supports the SPARQL 1.1 language. This indicator is related to the dataset level, and to the **Infrastructure** aspect. The possible values for this indicator are **true** and **false**.

The base measures, derived measures, and quality indicators in the Linked Data quality model are based on the results of the survey by Zaveri et al. [39], i.e., on the state of the art in Linked Data quality specification and assessment. However, the quality model proposed in this paper describes a classification of measures in greater detail and it also defines a higher number of measures.

### 3.5. Specification of relationships between measures

After the set of base measures, derived measures and indicators was defined, we have specified the formal relationships between these measures in terms of the
formulas used for their calculation, which is a practice that is not always followed in the current state of the art.

Next, we present the formulas for the measures described in previous sections, in those cases in which a formalization through a formula applies.

The formula for Short IRI \( \text{Short IRI} \) \(^1\) defines whether an IRI is short with respect to some predefined threshold

\[
\text{IRI.length} < \text{threshold} \quad (1)
\]

Formulas for Number of dereferenceable IRIs \( \text{Number of dereferenceable IRIs} \) \(^2\) and Number of dereferenceable subjects \( \text{Number of dereferenceable subjects} \) \(^3\) calculate the total number of dereferenceable IRIs and subjects in a dataset, respectively.

\[
\text{# different IRIs where (IRI dereferenceability = true)} \quad (2)
\]

\[
\text{# triples where (Subject dereferenceability = true)} \quad (3)
\]

Formulas \( \text{Disjoint classes} \) \(^4\) and \( \text{Domain consistency} \) \(^5\) calculate the Disjoint classes and Domain consistency derived measures, respectively.

\[
\text{subject types } \nsubseteq \text{disjoint classes} \quad (4)
\]

\[
\text{subject types } \subseteq \text{property domain} \quad (5)
\]

Similarly as in the case of derived measures, the following formulas have been defined for indicators: Average IRI dereferenceability \( \text{Average IRI dereferenceability} \) \(^6\), Average subject dereferenceability \( \text{Average subject dereferenceability} \) \(^7\), Average disjoint classes \( \text{Average disjoint classes} \) \(^8\), Average domain consistency \( \text{Average domain consistency} \) \(^9\), Instance interlinking \( \text{Instance interlinking} \) \(^10\), and Average short IRIs \( \text{Average short IRIs} \) \(^11\).

\[
\frac{\text{# dereferenceable IRIs}}{\text{# IRIs}} \times 100 \quad (6)
\]

\[
\frac{\text{# dereferenceable subjects}}{\text{# subjects}} \times 100 \quad (7)
\]

\[
\frac{\text{# IRIs where (disjoint classes = true)}}{\text{# IRIs}} \times 100 \quad (8)
\]

\[
\frac{\text{# triples where (domain consistency = true)}}{\text{# triples}} \times 100 \quad (9)
\]

\[
\frac{\text{# interlinked subjects}}{\text{# subjects}} \times 100 \quad (10)
\]

\[
\frac{\text{# IRIs where (Short IRI = true)}}{\text{# IRIs}} \times 100 \quad (11)
\]

3.6. Alignment with the quality model

The last two steps of the followed bottom-up method suggest the definition of domain-specific quality sub-characteristics and their alignment with an existing quality model. In the case of Linked Data quality, as shown by Zaveri et al. \cite{39}, a large number of measures described in the survey are classified according to various dimensions. Therefore, for the Linked Data quality model we have decided to rely on the classification provided by Zaveri et al. and, starting from this classification and from the quality indicators identified in Section 3.4, we have identified the ISO 25012 quality characteristics that can be measured with the mentioned indicators.

The quality characteristics related to the indicators described in Section 3.4 include:

- **Accessibility.** The degree to which data can be accessed in a specific context of use, particularly by people who need supporting technology or special configuration because of some disability \cite{27}. It can be measured using Average IRI dereferenceability and Average subject dereferenceability.

- **Availability.** The degree to which data has attributes that enable it to be retrieved by authorised users and/or applications in a specific context of use \cite{27}. It can be measured using SPARQL 1.1 support.

- **Completeness.** The degree to which subject data associated with an entity have values for all expected attributes and related entity instances in a specific context of use \cite{27}. It can be measured using Instance interlinking.
The degree to which data has attributes that adhere to standards, conventions or regulations in force and similar rules relating to data quality in a specific context of use [27]. It can be measured using Average short IRIs.

Consistency. The degree to which data has attributes that are free from contradiction and are coherent with other data in a specific context of use [27]. It can be measured using Average disjoint classes and Average domain consistency.

The Linked Data quality model includes fifteen quality characteristics: accessibility, accuracy, availability, completeness, compliance, confidentiality, consistency, credibility, currentness, efficiency, precision, portability, recoverability, traceability, and understandability. Quality measures defined in the quality model cover twelve of these quality characteristics; as to this date no quality measures have been defined in the state of the art for three quality characteristics. The quality characteristics that do not have any quality measures associated are confidentiality, precision and recoverability.

Figure 5 presents the base measures, derived measures, indicators and quality characteristics presented as an example in this section, together with the references to the formulas described in Section 3.5. For a better visibility, some measures are repeated on the figure, and they are marked with the * sign. Due to space reasons, the inputs in the evaluation (disjoint classes and property domain) that are used for the calculation of some derived measures (i.e., Disjoint classes and Domain consistency) are not shown.

Table 1 shows all the quality characteristics identified in the Linked Data quality model, together with the indicators that can be used for their measurement.

4. Ontological representation of the quality model

This section discusses how the quality model presented in the previous section can be represented in RDF using existing ontologies described in Section 2.3 and, furthermore, it presents a set of extensions to those existing ontologies so that the quality metrics and their measures can be described with fine-grained details.

4.1. Conceptual model

Figure 4 shows the conceptual model of the ontology for representing the Linked Data quality model, using the terminology adopted in this paper. The model describes a hierarchy of quality measures and quality characteristics related to a quality model, with important information such as measurement scales and scoring functions (i.e., the formulas for the calculation of values for a specific quality measure). Each quality measure is calculated using a specific technique (which can be automatic, semiautomatic or manual), it can be subjective or objective, has a specific duration, and can be used for obtaining some other measure. Furthermore, when performing an evaluation, a quality value related to a specific quality measure and an evaluation subject (e.g., a dataset) is obtained.

4.2. Extensions to existing ontologies

The ontologies that could be used for the representation of quality specification and assessment of Linked Data, as described in Section 2.3, are either general or related to all types of data. For example, although DQV is a lightweight ontology that can suite the needs of Linked Data, it is defined to fit all types of data and it does not cover some aspects that are specific to Linked Data quality (Section 3). In this section we describe an extension of the existing ontologies, in order to cover the Linked Data specificities which is one of the requirements of our scenario of capturing quality-related information of Linked Data; this extension mainly relies on DQV, since it is expected to become the W3C standard for representing data quality.

Figures 5 and 6 present the proposed extension of the current ontologies for quality representation and assessment, adapted to the domain of Linked Data. The classes already described in the existing ontologies (Section 2.3) are presented in white boxes, together with their namespaces, while the extensions are represented with grey boxes; new properties are marked in bold.

Quality values obtained in an evaluation are represented with the dqv:QualityMeasurement class, with equivalent classes being eval:QualityValue and daq:Observation. Quality measures are represented with the dqv:Metric class, with equivalent classes being qmo:QualityMeasure and daq:Metric. Furthermore, QMO classes representing base measures, derived measures and quality indicators are also reused. Quality characteristics are represented with the dqv:Dimension class, with equivalent classes being qmo:QualityCharacteristic and daq:Dimension. Evaluation processes are represented with the eval:Evaluation class, while datasets are represented with the dcat:Dataset class from the well-
known DCAT ontology\footnote{http://www.w3.org/TR/vocab-dcat/}. Furthermore, some classes for representing concepts such as time instants, time intervals, measurement scales, and units of measurement are reused from the W3C Time ontology\footnote{http://www.w3.org/TR/owl-time/} (time) and from the ontology of units of measure\footnote{http://www.wurvoc.org/vocabularies/om-1.8/} (om).

By extending the QMO ontology, relationships between quality measures are incorporated into the proposed extensions. QMO defines relationships which denote that one measure can be used for obtaining some other measure, or that increasing the value of one measure implies increasing or decreasing the value of some other measure.

In some cases for certain measures and their scales a qmo:RankingFunction property can be specified in an objective way, denoting whether in the case of numerical results obtained for such measures higher or lower values are more desirable (e.g., for precision or number of dereferenceable URIs, it is clear that a higher value is more desirable).

The extensions of the presented ontology tend to cover additional information related to Linked Data quality specification and assessment which can be important for easier interpretation, benchmarking, interchange, and understanding of quality measures and evaluation results. The QualityAspect class describes the aspect of Linked Data quality the measure is related to (Figure 1), while Granularity class describes the RDF level (Figure 2) related to concrete value obtained in the evaluation (e.g., the value of 0.85 for precision measure is obtained for a graph \( g \)) or to the quality measure (e.g., precision quality measure can be calculated for graphs or datasets). These two concepts are specifically related to Linked Data quality. The motivation for including these two concepts is to allow quality evaluators to select and filter the most relevant and applicable metrics depending on their use case. For instance, if there was...
Table 1
Linked Data quality model characteristics and indicators.

<table>
<thead>
<tr>
<th>Characteristic (ISO 25012)</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessibility</td>
<td>Average IRI dereferenceability, Average subject dereferenceability, Average predicate dereferenceability, Average object dereferenceability</td>
</tr>
<tr>
<td>Accuracy</td>
<td>Average automatic validation errors, Average crowdsourcing validation errors, Average datatype syntax errors, Average syntactic rules syntax errors, Average RDF pattern errors, Average ill-typed literals, Average datatype compatibility, Average distance-based outliers, Average deviation-based outliers, Average distribution-based outliers, Average triple correctness, Average crowdsourced incorrect triples, Average misspelled literals, Average inaccurate labels, Average correct classification, Average property discordance, Average invalid rules, Average entity mismatch</td>
</tr>
<tr>
<td>Availability</td>
<td>SPARQL support, SPARQL 1.0 support, SPARQL 1.1 support, RDF dump, Average IRI RDF description, Average content type IRIs, Average content negotiation support, Average accept header support, Average sustainable IRIs, Multiple serialization formats, Multiple languages</td>
</tr>
<tr>
<td>Completeness</td>
<td>Interlinking degree, Clustering coefficient, Centrality, Linked Data mappings, In-links, Average sameAs linked, Average blank nodes, Number of entities, Number distinct properties, Average undefined classes, Average undefined properties, Average undefined objects, Blank nodes use</td>
</tr>
<tr>
<td>Compliance</td>
<td>Average correct HTTP redirect, Average LDP GET support, Average LDP PUT support, Machine-readable licence, Human-readable licence, License propagation, Average HTTP IRIs, Average short IRIs, Average IRI uniqueness</td>
</tr>
<tr>
<td>Consistency</td>
<td>Average stable IRIs, Average number of inconsistent functional dependence subjects, Average disjoint classes, Average misplaced classes, Average misplaced properties, Average misused datatype properties, Average misused object properties, Average deprecated properties, Average deprecated properties, Average invalid inverse functional values, Average ontology hijacking, Average negative dependent properties, Average geometric violation, Average domain consistency, Average range consistency, Average axiom violations, Schema completeness, Property completeness, Population completeness, Instance interlinking, Average mapped types</td>
</tr>
<tr>
<td>Credibility</td>
<td>Document digital signature, SPARQL digital signature, Average graph digital signature, Author provenance, Contributors provenance, Publisher provenance, Dataset sources provenance, Dataset ranking, Crowdsourcing relevance, Provenance-based trust, Opinion-based trust, Social networks trust, Average facts trust, Blacklisted, Authority, Content-based trust, Metadata-based trust, Average one-path trust, Average many-paths trust, Decision network trust, List trust, Publisher trust, Association trust, Average dataset rating</td>
</tr>
<tr>
<td>Currentness</td>
<td>Dataset freshness, Datasource freshness</td>
</tr>
<tr>
<td>Efficiency</td>
<td>RDF dump compression, Average slash IRIs, Low latency, High throughput, Response scalability, Average IRI caching, Average RDF primitives</td>
</tr>
<tr>
<td>Portability</td>
<td>Terms reuse, Vocabulary reuse</td>
</tr>
<tr>
<td>Traceability</td>
<td>Provenance</td>
</tr>
<tr>
<td>Understandability</td>
<td>SPARQL service description, Average internal redundant properties, Average external redundant properties, Average label unambiguity, Average elements labelling, Dataset metadata, IRI pattern, Regular expression, SPARQL examples, Vocabulary list, Mailing lists presence, Data interpretability</td>
</tr>
</tbody>
</table>

a change in the infrastructure or in the transformation process, evaluators can select the aspects that have the most impact from those changes and re-evaluate them. Similarly, depending on whether one is evaluating a single triple, a graph, or a dataset she can select the most relevant metrics using the granularity concept.

Some extensions, although could be related to data quality in general, could also carry valuable information for Linked Data. These include the information on how often a measure has to be assessed (AssessmentFrequency), whether a measure is dependent on the system (isSystemDependent), the period of time during which the result for the measure is valid (TemporalValidity), the technique used in the evaluation for assessing a measure (AssessmentTechnique), whether an assessment technique is subjective or objective (isSubjective), the expected duration of the assessment (ExpectedDuration), and whether an evaluation is done automatically, semi-automatically or manually (AutomationLevel).

4.3. Representing the Linked Data quality model

The ontology presented in the previous section has been implemented in OWL and is available online. The Linked Data quality model presented in this paper has been described in RDF by using the ontology extension. The description is available online and it
can be reused by the tools that utilise the quality model presented in this paper, which can bring consistency in results representation across various evaluation efforts. To this extent, the provided RDF representation of the Linked Data quality model can be significant in the production, interchange, and consumption of quality evaluation data.

5. Use Case

This section presents a practical use case of the usefulness of the Linked Data Quality Model discussed in the paper. The section presents a command-line tool, LD Sniffer, which allows users to assess the quality of Linked Data resources in a dataset such as DBpedia. Given a set of resource URIs each identified by an IRI, for example, "http://es.dbpedia.org/resource/Madrid", the tool can dereference the corresponding RDF graph and assess each IRI in the graph using the Linked Data Quality Model. The LD Sniffer tool\footnote{https://github.com/nandana/ld-sniffer} is an open source project under the Apache 2.0 license.

The motivation of presenting this use case is to discuss the usefulness of the model with relation to how a quality model could help the design and implementation of such a tool, how the quality model could improve the understanding of the metrics with explicit semantics and reduce the opportunity for ambiguity and misinterpretations, and finally how the quality model and its formal representation could improve the comparison of the assessment results generated by tools and be used for further tasks such as selection of Linked Data resources with a sufficient quality or recommendation of Linked Data resources.

5.1. Use of the quality model

The main functionality of the LD Sniffer tool is to generate a quality assessment for a set of given Linked Data resources. Thus, the tool will take a set of URIs
of Linked Data resources as the input and generate an output as a set of metrics that provide indications about the quality of the resource. With the aforementioned use case, the first step of the quality assessment tool developer is to identify how the quality of a Linked Data resource can be measured and what metrics can be used to measure quality. The quality model presented in this paper provides the necessary guidance on that by providing an overview of the different aspects that have to be taken into account such as domain data, metadata, vocabularies, interlinking, and infrastructure.

Having an understanding about the different quality aspects allows the assessment tool developers to decide and focus on the aspects that they want to assess. For instance, the initial version of LD Sniffer is planned to be a domain-agnostic general purpose quality assessment tool so it will not focus on quality characteristics such as the accuracy or completeness of facts. It will focus on generic aspects that apply to Linked Data and are described in the previous section such as Metadata, RDF model, Serialization, and Infrastructure. Later on, the developers of LD Sniffer could decide to add the aspects that they did not consider such as Domain data or Vocabularies used by linking the tool to a domain knowledge base which can verify the accuracy of the facts or the most appropriate ontologies to be reused. Understanding those different aspects allows the Linked Data tool assessment developers to develop their roadmaps using the quality model as a guidance. In the case of the LD Sniffer tool, the developers are mostly interested in the infrastructure aspect which is highly related to the accessibility dimension.

The second step is to decide which metrics to be used in the quality assessment. The quality model provides a set of metrics that can be used to measure different quality characteristics. In the model, those metrics are described using base measures, derived measures, and indicators. These metrics in the quality model provide insights about which metrics can be implemented by the tool for a given aspect. Furthermore, the base measures provide information to the tool developers on which metrics can be directly evaluated with the subject of the evaluation and the derived measures specify how they can be combined to formulate other measures. Having
a Linked Data quality model with a well-defined set of metrics allows the developers to implement those metrics in a standard manner. As the metrics in the quality model are defined as Linked Data with global identifiers and explicit semantics, all tools interpret the metrics in the same way. This allows the LD Sniffer tool to advertise the metrics that it uses in an unambiguous manner. The separation of base measures, derived measures, and indicators also helps the assessment tool developers in how to design the tool. For instance, indicators are important at the time of decision making and, thus, they could be highlighted in the quality assessment results. The Linked Data Quality Model allows finding relevant metrics for a given use case, either via the Linked Data Quality Model wiki [12] or using the its SPARQL endpoint [13].

Once the set of metrics are defined and implemented, the next step is the representation of quality results. Having global identifiers for the quality metrics helps in representing the quality results. Dataset validation tools that produce evaluation results that are described using the model proposed in this paper and reference to the Linked Data representation of the quality model have the advantage of easier publication of structured results, as well as of reusability of such results.

Figure 7 shows an example of some evaluation results that are described according to the ontology proposed in this paper (ldq), and that reference the RDF representation of the Linked Data quality model (ldqm), while the Appendix provides a coded example and some example SPARQL queries.

5.2. Evaluation of DBpedia resources

The proposed quality model and the LD sniffer tool were used to perform an assessment of the accessibility of a subset of DBpedia resources. The details of the evaluation are described using LDQM and are available as dereferenceable Linked Data along with a SPARQL
The evaluation is focused on the accessibility quality characteristics of the model and uses 8 base measures, 4 derived measures, and 4 indicators as described in the quality model. 1 million IRIs in more than 100K resources were assessed to calculate the aforementioned results.

Figure 8 shows the distribution of the average subject dereferenceability, average predicate dereferenceability, and average object dereferenceability measurements of the instances in the DBpedia dataset of the dbo:Person and dbo:Place classes, of the predicates used to describe such instances, and of the objects in those predicates. The X-axis of the line graphs show the average dereferenceability (rounded to the nearest integer) while the Y axis shows the number of resources with a given average dereferenceability. In general, both average predicate dereferenceability and average object dereferenceability are commonly in the 90 to 100 range while the average subject dereferenceability varies in a wider range. The main reason for this is the fact that the DBpedia server fails when many requests are sent and returns a ‘503 Service Unavailable’ error.

Figure 9 shows a pie chart with the most common errors (HTTP status codes) returned when dereferencing IRIs found in the content of dbo:Person and dbo:Place Linked Data resources. The most common status codes include failures in the server to provide a valid response such as ‘500 Internal Server Error’, ‘502 Bad Gateway’, or ‘503 Service Unavailable’ and currently non-existing IRIs with ‘404 Not Found’, or ‘410 Gone’. More details of the analysis are found in the evaluation results website [16].

The main advantage of using, on the one hand, the Linked Data Quality Model for the evaluation and, on the other hand, its RDF representation for representing the information about this evaluation is that it provides reference for the measures to be evaluated and a large amount of provenance information for understanding how the evaluation was performed. For instance, when a metric such as “average subject dereferenceability” is dereferenced it provides information such as the defi-
6. Discussion

This paper presents a quality model for Linked Data. As there are no exact criteria to be referred to when evaluating quality models [7], this section provides a discussion related to various criteria described in the literature [7,37], as well as to the criteria that we consider as the most important for the Linked Data domain (i.e., consistency).

**Comprehensiveness** tends to describe the coverage of the quality model in terms of quality characteristics and quality measures [7], i.e., whether a quality model is complete with respect to the state of the art efforts in quality assessment.

The quality model presented in this paper is based on the survey by Zaveri et al. [39] which is, arguably, quite comprehensive with respect to the quality characteristics and quality measures that are evaluated in the state.
of the art. Since the coverage of the quality model presented in this paper is in direct relation with the coverage of the survey by Zaveri et al., it can be assumed that the Linked Data quality model is as comprehensive and complete as the mentioned survey. Furthermore, the hierarchy of quality measures in the Linked Data quality model includes measures that are related to various aspects of Linked Data quality (Figure 1), covering all the defined aspects. To this extent, the Linked Data quality model proposed in this paper is also comprehensive in terms of the described Linked Data quality aspects. Furthermore, the Linked Data quality model covers the quality measures in more details than Zaveri et al., and it also describes a higher number of measures.

**Applicability** tends to describe the cases in which a quality model has been successfully applied in practice.

Since the main purpose of a quality model is to provide guidelines in the evaluation process, as a use case we have developed a tool for Linked Data evaluation (Section 5). Although the mentioned tool does not cover all the quality measures described in the Linked Data quality model, it has been developed following the quality model guidelines. Furthermore, the evaluation results produced by the tool are in line with the quality model.

Despite the fact that the tool presented in this paper is an initial effort in exploiting the Linked Data quality model, it can be assumed that this quality model has potential to be successfully applied in practice as a reference for Linked Data evaluation since parts of it are already used by existing tools and ontologies to represent their evaluation results.

**Understandability** tends to describe whether a quality model can be easily understood in order to be applied in practice. To this extent, Behkamal et al. argue that an important factor for clear and unambiguous quality models is their hierarchical organization of elements [7], while Bertoa et al. argue that understandability of a quality model is influenced by its structure and organization [9].

The Linked Data quality model presented in this paper is a hierarchical quality model, similarly as those defined by the ISO (e.g., ISO 25010 and ISO 25012). Furthermore, in order to address the specific nature of the domain and to reduce the ambiguity that is identified as a problem in generic quality models [2], we have introduced a hierarchy of quality measures and quality characteristics specific to Linked Data, and we have also provided definitions for all the elements as well as, where applicable, formulas for the calculation of quality measures. To this extent, it can be assumed that the Linked Data quality model presented in this paper is characterised by a high level of understandability.

**Consistency** tends to describe to which extent the elements of a quality model (e.g., quality characteristics and quality measures) are in agreement and compatibility with each other. Radulovic et al. argue that, for a quality model to be consistent, all the formulas in a quality model have to contain only those quality measures that are already defined in such model [37]. Furthermore, it is recommendable that all quality measures on lower levels in a hierarchy (i.e., base measures or derived measures) are used for obtaining quality measures on higher levels (i.e., derived measures or indicators), although in some cases measures on lower levels can be stand-alone and bring important information related to particular evaluation.

The quality model for Linked Data presented in this paper defines the quality measures and quality characteristics that, according to the guide by Radulovic et al., are completely compatible. All the base measures are used for defining derived measures or indicators, all the derived measures are used for defining indicators, and all the formulas contain only those measures that are defined in the quality model. Furthermore, all the indicators defined in our quality model are used for the measurement of quality characteristics, and all the specified measures are used in formulas. In this sense, it can be concluded that the Linked Data quality model presented in this paper is consistent.

### 7. Conclusions and future work

This paper describes a quality model for Linked Data, which extends the ISO 25012 data quality model. Such quality model is a step towards a consistent terminology for Linked Data quality, and it describes a comprehensive set of quality characteristics and measures specific to Linked Data, together with their definitions and formulas. Furthermore, it can serve to Linked Data publishers and producers as a quality requirements checklist.

The Linked Data quality model has been based on the current state of the art in Linked Data quality specification and evaluation, especially on the work by Zaveri et al. [39]. Regardless, it contributes to the state of the art by formalising a classification of different types of quality measures (i.e., base measures, derived measures and indicators) which, in the Linked Data...
field, have not been previously defined, as well as by describing quality measures that have not been described previously.

The quality model proposed in this paper adopts the quality characteristics from the ISO 25012 standard. It includes all the ISO 25012 quality characteristics, although some of these characteristics do not have any measures identified yet in the Linked Data quality evaluation state of the art. However, these gaps can guide the future research on Linked Data evaluation.

This paper also presents a conceptual model and an implementation of the conceptual model into an ontology for capturing the information specifically related to the Linked Data field; this ontology is an extension to existing ontologies for quality specification and assessment. Furthermore, by using the presented ontology, a description in RDF of the Linked Data quality model is also provided. This can help developers of various Linked Data evaluation tools to easily describe their results and reuse the Linked Data quality model, which can further lead to better reusability, interoperability, and benchmarking of evaluation results.

The Linked Data quality model is described in the wiki, which is a living document that tends to capture new measures that might appear in the literature. Similarly, the RDF description of the quality model is expected to evolve, following the advances in Linked Data quality specification and evaluation.

The quality model presented in this paper has been used in the development of LD Sniffer, an online tool for assessing the quality of Linked Data resources. As discussed in Section 5, the experience has shown that a quality model could help in the design and implementation of an evaluation tool, as well as that the quality model could improve the understanding of measures or even of how a concrete evaluation tool works.

The current version of the LD Sniffer provides evaluation results of selected measures from the Linked Data quality model. One line of future work consists of extending the tool in order to cover additional measures.

Section 6 discusses the quality model proposed in this paper in terms of various evaluation criteria. However, the quality model has not been thoroughly evaluated, which is an important line of future work. A special focus of the evaluation can be the applicability of the quality model and its usefulness as judged by potential users.
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Appendix - Evaluation example

This appendix presents an extended example (Listing 1) to that in Figure 7, as well as some example SPARQL queries.

```sparql
@prefix ex: <http://example.com/> .
@prefix daq: <http://purl.org/eis/vocab/daq#> .
@prefix dqv: <http://www.w3.org/ns/dqv#> .
@prefix ldq: <http://www.linkeddata.es/ontology/ldq#> .
@prefix om: <http://www.wurvoc.org/vocabularies/om-1.8/> .
@prefix qmo: <http://purl.org/net/QualityModel#> .
@prefix eval: <http://purl.org/net/EvaluationResult#> .
@prefix dc: <http://purl.org/dc/terms/> .
@prefix dcat: <http://www.w3.org/ns/dcat#> .

    sdmx-attribute:unitMeasure ex:Percentage ;
    dqv:value "86"^^xsd:decimal ;
    dqv:computedOn ex:DBpedia ;
    ldq:hasGranularity ldq:Dataset ;
    eval:obtainedFrom ex:evaluation ;
    dqv:isMeasurementOf ldq:AverageSubjectDereferenceability .

ex:Percentage a om:UnitMeasure .
ex:DBpedia a dcat:Dataset .
ldq:Dataset a ldq:Granularity .

ex:evaluation a eval:Evaluation ;
    ldq:utilizes ex:assessmentTechnique .

ex:assessmentTechnique a ldq:AssessmentTechnique ;
    ldq:hasAutomationLevel ldq:Automatic .

ldq:Automatic a ldq:AutomationLevel .

ldq:AverageSubjectDereferenceability a ldq:Metric, qmo:QualityMeasure, daq:Metric ;
ldq:hasAspect ldq:LinkedDataServer ;
    dqv:inDimension ldq:Accessibility ;
    qmo:hasScale om:RatioScale .

ldq:LinkedDataServer a ldq:QualityAspect .
```
Listing 1: Extended example.

Example query in Listing 1 illustrates the means for capturing all measures that can be used for the evaluation of RDF triples.

```
PREFIX ldq: <http://www.linkeddata.es/ontology/ldq#>
PREFIX qmo: <http://purl.org/net/QualityModel#>
SELECT ?measure
WHERE {
  ?measure a qmo:QualityMeasure ;
  ldq:hasGranularity ldq:Triple .
}
```

Listing 2: Extended SPARQL query I.

Example query in Listing 2 illustrates the means for finding datasets that have average subject dereferenceability 100%.

```
PREFIX dqv: <http://www.w3.org/ns/dqv#>
PREFIX ldq: <http://www.linkeddata.es/ontology/ldq#>
PREFIX eval: <http://purl.org/net/EvaluationResult#>
SELECT ?dataset
WHERE {
  ?value a eval:EvaluationResult ;
  dqv:isMeasurementOf ldq:AverageSubjectDereferenceability ;
  dqv:computedOn ?dataset ;
  ldq:hasGranularity ldq:Dataset .
}
```

Listing 3: Extended SPARQL query II.

Example query in Listing 3 illustrates the means for capturing evaluation values for average subject dereferenceability for a specific dataset, that are obtained in different evaluations.

```
PREFIX ex: <http://example.com/>
PREFIX dqv: <http://www.w3.org/ns/dqv#>
PREFIX ldq: <http://www.linkeddata.es/ontology/ldq#>
```

Listing 4: Extended SPARQL query III.
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