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1.  Introduction 

This paper presents a UNL (Universal Networking 

Language) based framework for language                         

independent semantic question answering system 

(QAS). As a proof of concept, a QAS has been              

developed on top of this architecture which is                 

web-based. The organization of this paper is                    

structured as follows. Section 1 presents the brief 

idea about UNL and Section 2 presents the literature 

review. In order to understand the current system, the 

previous work done in this area is presented in             

Section 3. Section 4 describes the corpus used for 

experimentation.  The architecture and phase-wise 

working of the proposed system has been explained 

in Section 5 with the help of example sentence.                    

Section 6 describes the data structures and                         

pseudocode of the QAS developed on proposed 

framework. Section 7 describes the evaluation              

metrics and Section 8 illustrates the methodology to 

calculate the metrics value. The empirical results of 

the proposed system are presented in Section 9.            

Section 10 concludes the paper and presents the                  

future implications. 

In recent few years, in the field of ML/NLP,                    

researchers had immensely explored UNL. UNL is 

an intermediate language to describe, summarize, 

store, and represent information in a natural-

language-independent format. UNL can be used in 

speech to speech machine translation, text                      

simplification, summarization, machine translation,            

multilingual document generation, information               

retrieval and extraction, text mining, sentiment                 

analysis, etc. UNL approach  is  better  than   other  

approaches  because   UNL represents „what was 

meant‟ (and not „what was said‟), UNL is not bound 

to translation, UNL is computable, UNL is                        

compositional, UNL representation does not depend 

on any implicit knowledge, i.e., it is self sufficient, 

UNL is declarative, UNL is non-ambiguous, UNL is                     

complete, and UNL is non-redundant. A general idea 

of UNL and its specifications have been provided by 

Uchida et al. (1999) [1].  

Computational linguists and researchers across 

the globe have participated actively in UNL since the 

starting of the UNL programme in 1996. English, 

Russian, Chinese, Slovenian, Hindi, Greek, Georgian, 

Portuguese, Punjabi, Ukrainian, and Vietnamese etc. 



are some of the languages which are part of the UNL 

programme. UNL programme is currently being 

managed by UNDL foundation. UNLization and 

NLization are the two basic processes in UNL.                 

UNLization is the process of converting natural               

language text into UNL whereas NLization is the                

process of generating text in a natural language from 

UNL. UNLization is done with the help of a tool 

called IAN (Interactive Analyzer) while NLization is 

done by EUGENE (dEep-to-sUrface GENErator). 

Both IAN and EUGENE are online tools developed 

by UNDL foundation. 

In UNL, three different types of semantic units 

are used to convey the information, namely,                    

Universal Words (UWs), Universal Attributes, and 

Universal Relations. Consider UNL representation of 

English sentence „The girl throw tomatoes in the     

bedroom‟ given in Eq. (1). 

{unl} 

plc(throw, bedroom.@def) 

obj(throw, tomato.@pl) 

agt(throw, girl.@def) 

{/unl}              (1) 

UWs, Attributes, and Relations of UNL given in 

Eq. (1) are shown with the help of UNL graph in 

Figure 1. 

 

Fig. 1. UNL graph of sentence „The girl throw tomatoes in the 
kitchen‟ 

 

In the given example, there are four UWs (throw, 

bedroom, tomato, girl), three Universal Attributes 

(@entry, @def, @pl), and three Universal Relations 

(plc, obj, agt). The relation between „throw‟ (verb) 

and „bedroom‟ (where the action took place) is                 

specified by „plc‟. The relation between „tomato‟ 

(object) and „throw‟ is specified by „obj‟.  

The relation between an agent „girl‟ (who did 

work), and „throw‟ is specified by „agt‟. The                 

circumstance, under which a node is being used, is 

represented by Universal Attributes. Universal                 

Attributes are the annotations made to nodes. In the 

given example sentence shown in Eq. (2), „@pl‟     

indicates that UW is used as a plural. The attribute 

„@def‟ is a kind of specifying attribute used in case 

of general specification (normally conveyed by          

determiners) which is represented by node „the‟. Any 

additional information which cannot be expressed 

with the help of Universal Relations or Universal 

Words is expressed by Universal Attributes.  

2.  Literature Review 

During the last couple of years, in the field of               

natural language processing, QA systems have been 

an area which had attracted researchers. This chapter 

focuses on the analysis and study done of various QA 

systems, and comparison of some important QA       

systems. After doing an exhaustive survey on various 

QA systems it has been observed that the proposed 

UNL based QA system will definitely be a major step 

in natural language processing and removing the        

language barrier. Table 1 and Table 2 show the             

analysis of the important QAS. 

 

Table 1 

QA Systems Features Comparison 

 

QA System Features 
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Complex Sequential Question Answering (Amrita et al., 2018) [2] × × × × × 



(English) 

EARL (Mohnish et al., 2018) [3] 

 

× × 

(English) 

× × × 

A multi-agent based Question Answering System (Abderrazzak et al., 2018) [4] × × 
(English) 

× × × 
 

Visual Question Answering using Explicit Visual Attention (Vasileios et al., 2018) [5] × × 

(English) 

× × × 

CQASMD (FENG et al., 2018) [6] × × 
(Chinese) 

× × × 

QA4IE (Lin et al., 2018) [7] × × 

(English) 

× × × 

 
WebShodh (Chandu et al., 2017) [8] 

 
 
(Hindi,             
English, 

Telugu) 

× × × 

An automatic question answering system for the Arabic Quran (Mohamed, 2017) [9] × × 

(Arabic) 

× × × 

FelisCatusZero (Kotaro et al., 2017) [10] × × 

(Japanese) 

× × × 

Intelligent Question Answering System Based on Remote Service Framework (Xiaoyi et al., 

2017) [11] 

× × 

(English) 

× × × 

 

Question Answering System Supporting Vector Machine Method for Hadith Domain (Na-

beel and Saidah, 2017) [12] 

× × 

(English) 

× × × 

Wikipedia Based Essay Question Answering System for University Entrance Examination 

(Takaaki et al., 2017) [13] 

× × 

(English) 

× × × 

 A Hybrid Question Answering System based on Ontology and Topic Modeling (Kwong and 

Chih, 2017) [14] 

× × 

(English) 

× × × 

Design of Intelligent Tourism Question Answering System Based on Semantic Web (Hua 
and Shi-zheng, 2017) [15] 

× × 
(Chinese) 

× × × 

An automatic web-based question answering system for e-learning (Waheeb and Babu, 

2017) [16] 

× × 

(English) 

× × × 

Question-answering system (Stupina et al., 2016) [17] × × 
(English) 

× × × 

Information Retrieval System using UNL for Multilingual Question Answering (Goel, 2016) 

[18] 

× × 

(Punjabi) 

× × × 

HPI Question Answering System (Frederik et al., 2016) [19] × × 
(English) 

× × × 

KSAnswer (Hyeon-gu et al., 2016) [20] × × 

(English) 

× × × 

WS4A (Miguel et al., 2016) [21] × × 
(English) 

× × × 

KBQA (Wanyun et al., 2016) [22] × × 

(English) 

× × × 

GENQA (Jun et al., 2016) [23] × × 
(Chinese) 

× × × 

A Long Short-Term Memory Model for Answer Sentence Selection in Question Answering 

(Wang  and  Nyberg, 2015) [24] 

× × 

(English) 

× × × 

Question Answering system using vector space model (Hartawan and Suhartono, 2015) [25] × × 

(English) 

× × × 

ISOFT (Park et al., 2015) [26] × × 

(English) 

× × × 

Learning Knowledge Graphs for Question Answering through Conversational Dialog (Ben et 
al., 2015) [27] 

× × 
(English) 

× × × 

YodaQA (Baudis, 2015) [28] × × 

(English) 

× ×  
 

QCRI (Nicosia et al., 2015) [29] ×  
(Arabic,                
English) 

× × × 

JAIST (Quan et al., 2015) [30] × × 

(English) 

× × × 

CICBUAPnlp (Helena et al., 2015) [31] × × 
(English) 

× × × 

CASIA@V2 (Shizhu et al., 2014) [32] × × × × × 



(English) 

Al-Bayan (Heba et al., 2014) [33] × × 

(Arabic) 

× × × 

Forst (Kotaro et  al., 2014) [34] × × 
(Japanese) 

× × × 

Knowledge-Based Question Answering as Machine Translation (Junwei et al., 2014) [35] × × 

(English) 

× × × 

CMU Multiple-choice Question Answering System (Di et al., 2014) [36] × × 
(English) 

× × × 

A Natural Language Question Answering System in Malayalam Using Domain Dependent 

Document Collection as Repository (Pragisha and Reghuraj, 2014) [37] 

× ×  

(Malayalam) 

× × × 

Watsonsim (Sean et al., 2014) [38] × × 
(English) 

× × × 

QASYO (Abdullah et al., 2011) [39] × × 

(English) 

× × × 

LOOK4 System (Avetisyan et al., 2010) [40] × × 
(English) 

× × × 

Interlingual information extraction as a solution for multilingual QA systems (Cardenosa et 

al., 2009) [41] 

× × 

(English) 

× × × 

AGRO-EXPLORER System (Surve, 2004) [42] ×  
(English, 
Hindi,              

Spanish,            

Marathi) 

× × × 

NSIR (Radev et al., 2002) [43] × × 
(English) 

× × × 
 

LASSO (Moldovan et al.,1999) [44] × × 

(English) 

× × × 

Lunar (Woods 1973) [45] × × 

(English) 

× × × 

Baseball (Green et al., 1963) [46] × × 

(English) 

× × × 

Ask Jeeves [47]   × × × 

  

Table 2 

QA Systems Key Metrics Comparison 

 

QA System Key Metrics 
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Complex Sequential Question An-

swering (Amrita et al., 2018) [2] 
 

Wikidata dump Precision and 

Recall 

Precision = 

6.3% 
Recall = 18.4% 

 

Open 

 

× 

 

EARL (Mohnish et al., 2018) [3] 

 

LC-QuAD and QALD-7 

 

Accuracy 

For LC-QuAD 

= 0.65 

For QALD-7 = 
0.57 

 

 

Open 

 

× 

A multi-agent based Question An-

swering System (Abderrazzak et al., 
2018) [4] 

Not specified Not specified Not specified Not specified × 



Visual Question Answering using 
Explicit Visual Attention (Vasileioset 

al., 2018) [5] 

 
Visual7W 

 
Accuracy 

 
0.659 

 
Open × 

CQASMD (FENG et al., 2018) [6] Not specified Not specified Not specified Closed × 

QA4IE (Lin et al., 2018) [7] SQuAD F1 Score 72.5 Open × 

An automatic question answering 

system for the Arabic Quran (Mo-

hamed, 2017) [8] 

Holy Quran (Surat Al-Fatiha 

and Al-Baqarah Chapters) 

Percentage 

Right Answers 

 

92.9% 

 

Closed 

 

× 

WebShodh (Chandu et al., 2017) [9] Random Questions (100 

Hinglish + 100 Tenglish) 

MRR Hinglish (0.37) 

Tenglish (0.32) 

Open × 

FelisCatusZero (Kotaro et al., 2017) 

[10] 
 

Few mock exams of the                    

University of Tokyo‟s entrance 
exam 

Manual 

 

10 out of 20 Open × 

Intelligent Question Answering Sys-

tem Based on Remote Service 
Framework (Xiaoyi et al., 2017) [11] 

Real  time chat room 

exchanges , online discussion 
forums 

Not specified Not specified Open × 

Question Answering System Support-

ing Vector Machine Method for Had-

ith Domain (Nabeel and Saidah, 
2017) [12] 

Hadith corpus (Pray and Fast-

ing subjects) 

F-Measure 80% Closed × 

Wikipedia Based Essay Question 

Answering System for University 
Entrance Examination (Takaaki et al., 

2017) [13] 

QA task of NTCIR (NII 

Testbeds and Community for 
Information access Research) 

QA Lab 3 

 

ROUGE-1 
Mean 

 

0.584 

 

Open × 

A Hybrid Question Answering Sys-

tem based on Ontology and Topic 
Modeling (Kwong and Chih, 2017) 

[14] 

80 questions with answers (20 

questions per categories) from 
the textbooks as the gold stand-

ard 

 

MRR 

 

38.73% 

 

Open 

 

× 

Design of Intelligent Tourism Ques-
tion Answering System Based on 

Semantic Web (Hua and Shi-zheng, 

2017) [15] 

2000 standard question on 
Chongqing tourism attractions, 

tourism traffic and tourism 

catering 

 
 

Precision 

 
 

86% 

 
 

Closed 

 
 

× 

An automatic web-based question 

answering system for e-learning 

(Waheeb and Babu, 2017) [16] 

 

World Wide Web 

 

F-Measure 

 

80% 

 

Open 

 

× 

Question-answering system            
(Stupina et al., 2016) [17] 

 

Following 3 books: Life Sci-
ence concepts for middle 

school, Biology, Earth Science 

Concepts For Middle School. 

 
 

Accuracy 

 
 

53.6% 

 
 

Open 

 
 
 
 

Information Retrieval System using 

UNL for Multilingual Question An-

swering (Goel, 2016) [18] 

UNL-EOLSS  

Accuracy 

 

81.5% 

 

Open 
 

HPI Question Answering System 
(Frederik et al., 2016) [19] 

Document  provided by Bio-
ASQ 2016 

Mean Average 
Precision 

 
0.434 

 
Closed 

 
× 

KSAnswer (Hyeon-gu et al., 2016) 

[20] 

Document  provided by Bio-

ASQ 2016 

Mean Average 

Precision 

 

0.3752 

 

Closed 

 

× 

WS4A (Miguel et al., 2016) [21] Document  provided by Bio-
ASQ 2016 

F-Measure 0.24 Closed × 

KBQA (Wanyun et al., 2016) [22] QALD-5 Precision and 
Recall 

Precision: 0.86 
Recall:  0.50 

 
Open 

 
 

GENQA (Jun et al., 2016) [23] World Wide Web Accuracy 52% Open × 

A Long Short-Term Memory Model 
for Answer Sentence Selection in 

Question Answering (Wang  and  

Nyberg, 2015) [24] 

Text REtrieval Conference 
(TREC) QA track (8-13) data 

 
MRR 

 
0.7913 

 
Open 

 

× 

Question Answering system using 

vector space model (Hartawan and 

Suhartono, 2015) [25] 
 

Data comes from 2 ministers 

from Indonesia; they are Minis-

ter of Education & Culture and   
Minister of Tourism & Creative 

Economy Culture. 

 

F-Measure 

 

0.580 

 

Open 

 

× 

ISOFT (Park et al., 2015) [26] QALD-5 test dataset F-Measure 0.33 Open × 

Learning Knowledge Graphs for 
Question Answering through Conver-

Identity, WordNet, PPDB, 
KNOWBOT, LEAVE-ONE-

Percentage 
Correct 

43.7% Open × 



sational Dialog (Ben et al., 2015) [27] OUT 

YodaQA (Baudis, 2015) [28] Public question answering 

benchmark from TREC 2001 

and 2002, QA tracks with regu-
lar expression answer patterns 

and extended by questions 

asked to a YodaQA predeces-
sor by internet users via an IRC 

interface. 

 

 

 
Recall 

 

 

 
79.3% 

 

 

 
Open 

 

 

 
× 

QCRI (Nicosia et al., 2015) [29] SemEval-2015 Task 3 “Answer 
Selection in Community Ques-

tion Answering” 

F-Measure English Subtask 
A: 53.74                 

(English) 

 

English Subtask 

B: 53.60 

(English) 
 

English Subtask 

A: 53.74                 
(Arabic) 

 

English Subtask 
B: 53.60                 

(Arabic) 

Open × 

JAIST (Quan et al., 2015) [30] SemEval-2015 Task 3 “Answer 

Selection in Community Ques-
tion Answering” 

 

F-Measure 

English Subtask 

A : 57.18 

 

Open 

 

× 

CICBUAPnlp (Helena et al., 2015) 

[31] 

SemEval-2015 Task 3 “Answer 

Selection in Community Ques-
tion Answering” 

 

F-Measure 

English Subtask 

B : 38.8 

 

Open 

 

× 

CASIA@V2 (Shizhu et al., 2014) 

[32] 

QALD-4 dataset F-Measure 0.36 Open 

 

× 

Al-Bayan (Heba et al., 2014) [33] Holy Quran Accuracy 85% Closed × 

Forst (Kotaro et  al., 2014) [34] 

 

Japanese  textbooks and                  

Wikipedia 

ROUGE 

Scores 

ROUGE-1 

Score: 0.125 

 
ROUGE-2 

Score: 0.062 

 
ROUGE-L 

Score: 0.097 

 

Open 

 

× 

Knowledge-Based Question Answer-

ing as Machine Translation (Junwei et 
al., 2014) [35] 

WEBQUESTIONS CORPUS 

(3,778 questions) 

Accuracy and 

Precision 

32.5%                      

(Accuracy) 
73.2% 

(Precision) 

 

Open 

 
 
 

CMU Multiple-choice Question An-
swering System (Di et al., 2014) [36] 

NTCIR-11 QA Lab evaluations  
Accuracy 

 
51.6% 

 
Open 

 
× 

A Natural Language Question An-

swering System in Malayalam Using 

Domain Dependent Document Col-
lection as Repository (Pragisha and 

Reghuraj, 2014) [37] 
 

The system was tested with 100 

different questions included in 

the four classes of question 
words. Ten documents in the 

domain of Indian history and 
geographical features of India 

were used for the testing. 

 

 

Accuracy 

 

81% 

 

 

Closed 

 

 

 
 

Watsonsim (Sean et al., 2014) [38] Jeopardy Accuracy 18% Open × 

QASYO (Abdullah et al., 2011) [39] YAGO ontology version 2008-
W40-2 (100 questions) 

Accuracy 91% Open × 

LOOK4 System (Avetisyan et al., 

2010) [40] 

World Wide Web Accuracy 80.6% Open × 

Interlingual information extraction as 
a solution for multilingual QA sys-

tems (Cardenosa et al., 2009) [41] 

 
 

UNL-EOLSS 

 
 

Accuracy 

 
 

82.6% 

 
 

Open 

 

× 

AGRO-EXPLORER System (Surve, 

2004) [42] 

Agro Explorer Corpus Accuracy 73.52% Closed × 



NSIR (Radev et al., 2002) [43] TREC-8 (200 questions) MRR 0.974 Open × 

LASSO (Moldovan et al.,1999) [44] TREC-8 (200 questions) Accuracy 55.5%               

(short answers) 

 
64.5%                  

(long answers) 

 

Open 

 

× 

Lunar (Woods, 1973) [45] Chemical analysis data on lunar 
soil and rock composition 

 
Accuracy 

 
78.2% 

 
Restricted 

 
× 

Baseball (Green et al., 1963) [46] Baseball games played in the 

American league over one 

season. 
 

 

Accuracy 

 

84.38% 

 

Restricted 

 

× 

Ask Jeeves [47] World Wide Web 

 

Not specified Not specified Open × 

  

3. Previous Work Done 

Before presenting the architecture and details of the 

developed system, it is important to have the 

knowledge of the work which had been done earlier in 

UNL (which has been extended and on top of which 

the proposed system has been built). 

 UNLization/IAN module has been developed by 

 Agarwal and Kumar (2018) for Punjabi natural 

language [48]. 
 A public platform for developing language-

independent applications has been developed 

and tested (Agarwal and Kumar (2016)) [49]. It 

calls IAN and EUGENE module of the source 

and target natural language for UNLization and 

NLization respectively.   

 NLization/EUGENE modules have been created 

by Singh (2013) and Verma (2013) for Punjabi 

natural language [50][51]. 

4. Corpus Details Used For Experimentation  

The proposed system has been implemented and 

tested on two corpora, i.e., UNL-EOLSS and             

Agro-Explorer. The UNL-EOLSS corpus has been 

taken from World‟s largest online publication                

repository “The Encyclopedia of Life Support                

Systems (EOLSS)” that is available 

at http://www.eolss.net. The UNDL foundation,            

under the project              UNL-EOLSS, created the 

content of 30 articles of the Encyclopedia of Water, 

one of the many encyclopedias of EOLSS
1
. The 

UNDL foundation has made available                  

UNL-EOLSS corpus which has 25 articles and 

12,917   sentences
2
. To   test   the   proposed   system,          

 

 

1http://www.unlweb.net/wiki/EOLSS 
2http://www.undlfoundation.org/eolss/corpus/UNL.txt 
3http://www.cfilt.iitb.ac.in 

 questions are framed on these 25 articles. 

Agro-Explorer is an agricultural domain corpus 

developed by CFILT, IIT Bombay
3 

and has been 

splitted into 7 sections. It comprises of total 240 

complex sentences. Questions are framed on these 7 

sections so as to test the proposed system on another 

corpus. 

5. Architecture of the Proposed System  

The architecture of the proposed system is shown 
in Figure 2. 

 

Fig. 2. The architecture of the proposed system 

The architecture/working of the proposed system 

has been divided into UNLization phase,                        

Preprocessing and Crawling phase, Optimizing and 

Ranking phase, and NLization phase. Each of the                

architecture modules and system‟s phase wise                

working is explained in following subsection with the 

help of an example sentence. 

 

 

https://academic.oup.com/dsh/article/2968114/A
https://academic.oup.com/dsh/article/2968114/A
http://www.eolss.net/
http://www.undlfoundation.org/eolss/corpus/UNL.txt


5.1. Architecture Components and their Phase wise 

Working with the help of an Example Sentence  

Here, every architecture component along with its 

real-time implementation is explained phase wise 

with the help of an example sentence. 

i. Analysis Module (UNLization Phase): The               

purpose of the analysis module is to convert natural 

language sentence to UNL. The Analysis Module 

calls IAN of the source natural language. In order to 

UNLize any given corpus or question asked by the 

user, IAN uses the natural language dictionary,                

normalization rules (NRules), transformation rules 

(TRules) and disambiguation rules (DRules) of the 

source document‟s natural language. These resources 

are created according to UNL specifications [19].  

The web-based public platform developed by 

Agarwal and Kumar (2017) has been updated. UNL 

Crawler and Optimizer has been developed and                

integrated with this platform. Users can write their 

queries in their natural language and find the answer 

with the help of this interface as shown in Figure 3. 

 

 

 

 

 

 

 

 

Fig. 3. The proposed web-based system interface 

Input question 

in source 

natural                 

language as              

selected from 

the source 

language 

dropdown 

(Punjabi in this 

case) 

UNL of Input 

question 

„SHARE‟ section for sharing                 

UNLization/IAN and NLiza-

tion/EUGENE resources of desired 

natural language 

Source languages whose UNLization resources 

has been shared will appear in this dropdown 

and any input in this natural language can be 

UNLized 

Target languages whose NLization 

resources has been shared will appear 

in this dropdown and output can be 

obtained in this language (irrespective 

of source natural language) 

Extracted 

Knowledge/ 

answer in 

English             

language 

Extracted knowledge/ answer in target natural language 



Let‟s say the user selects Agro-Explorer corpus from 

the drop down and selects „Punjabi‟ as the natural 

language from the drop-down options. Consider an 

example sentence shown in Eq. (2) taken from              

Agro-Explorer. 

                                                      

                                              

Ādhunika khētībāṛī bahuta hada taka in jini a i  a 

atē takanālōjī atē bā'i ōlājikala tē phizikala sā'isa 

upara nirabhara hai 

Modern agriculture depends heavily on engineering 

and technology and on the biological and physical 

science                  (2) 

The UNL of this sentence and all other                   

sentences of Agro-Explorer is present in                          

AgroExplorer.txt file which is the part of this                    

complete developed system solution and forms the 

„UNL Repository‟. Let‟s assume that the user asks 

the following question through the interface as shown 

in Figure 3. 

                                       ? 

Ādhunika khētībāṛī kihaṛī cīza upa a ni abha a hai? 

Modern agriculture depends on what?                    (3) 

When the user clicks on the „Find Answer‟ button, 

the Analysis module for „Punjabi‟ natural language is 

called and the UNL of the input question is obtained 

as shown in Figure 3. UNL of the question asked in 

Eq. (3) is given in Eq. (4). 

{unl} 

aoj(depend@present.@pred.@interrogative,                           

agriculture) 

scn(depend.@present.@pred.@interrogative, 

00.01@wh)  

mod(agriculture.@interrogative,modern)                      

{/unl}                                                      (4) 

ii. UNL Crawler (Preprocessing and Crawling 

Phase): UNL crawler is responsible for searching the 

UNL repository depending on the question‟s UNL 

generated in the previous step.  This module is a part 

of the web-based system interface (shown in Figure 

3). In UNL Crawler preprocessing happens, which 

preprocesses the input UNL and the target UNL                   

repository and removes attributes and scope values 

which are not required for finding the answer.  The 

UNL of the input question given in Eq. (4), after      

preprocessing is shown in Eq. (5). 

{unl} 

aoj(depend, agriculture) 

scn(depend, 00.01@wh) 

mod(agriculture, modern) 

{/unl}                  (5) 

Similarly, after preprocessing, the UNL of the    

example sentence shown in Eq. (2) is given in Eq. 

(6). 

{unl} 

aoj(depend, agriculture) 

scn(depend, :03) 

man(depend, heavily) 

mod:03(science, :02) 

and:02(physical, biological) 

and:03(technology, engineering) 

mod(agriculture, modern) 

{/unl}               (6) 

Once preprocessing is completed, UNL Crawler 

parses answer UNL and question UNL and attempts 

to find the answer. For the current example sentence, 

the Crawler finds the answer as “technology and      

engineering”, “science of physical and biological” as 

shown in Figure 3. 

iii. Optimizer (Optimizing and Ranking Phase):           

Optimizer analyses and tells if the answer provided 

by „UNL Crawler‟ is a full match/partial match, if the 

question asked is correct, if the answer can be found. 

Here, the system is in its Optimizing phase. 

As shown in Figure 3, it‟s the Optimizer which 

tells that “It‟s a perfect match. Your answer is”. After 

Optimizing phase, in the Ranking phase Optimizer 

might give the following rank to the answer found by 

the Crawler: 

a. It‟s a perfect match. Your answer is: 

b. It‟s ALMOST a perfect match. We cannot 

find some information in the Database. The 

answer is: 

c. It‟s a partial match. The most probable                 

answer is: 

d. Your question is correct but we are sorry     

because our database does not contain                 

sufficient information to answer this. 

e. Cannot find the answer 

iv. Generation Module (NLization Phase):                   

Generation module uses EUGENE tool. Similar to 

Analysis Module in order to NLize the output UNL 

by EUGENE, TRules, DRules, and generation                  

dictionary is created by the computational linguists of 

the respective natural language and stored at UNL 

web. These resources are created according to UNL 

specifications [1]. This generation module converts 

the output of Optimizer to the target natural language. 

 UNL Crawler and Optimizer work on UNL 

(which is natural language independent). Based on 

the user selection of the question‟s natural language 

its Analysis module is called and then question‟s 

UNL is given to UNL Crawler. Subsequently, answer 

keyword generated by Optimizer is given to the



Generation module for converting it to the desired 

target natural language by calling its EUGENE                 

module. In the current example, the Generation     

Module of the „Punjabi‟ natural language is called 

and the output given by the UNL Crawler is NLized. 

If EUGENE is not able to NLize the keywords, then 

that keyword is returned as it is. Figure 3 shows the 

final answer in the desired target language (Punjabi). 

In the proposed system, the questions have been 

categorized into three different types: 

i. Missing type question: These are the questions 

in which a node in UNL graph has an argument 

„00.01@wh‟. For example: Consider cleaned UNL 

given in Eq. (7) of a question “On what does modern 

agriculture depends”. 

{unl} 

mod(agriculture, modern) 

aoj(depend, agriculture) 

scn(depend, 00.01@wh) 

{/unl}                            (7) 

ii.  Polar (Yes/No type) question: These are the 

questions in which a node in UNL graph has an               

argument „xyz@YesNo‟. Here „xyz‟ means any                  

combination of characters and „YesNo‟ is the                  

attribute which is given during UNLization of the 

input natural language question sentence. For                    

example: Consider cleaned UNL given in Eq. (8) of a 

question “Does modern agriculture depends on                     

engineering”. 

{unl} 

mod(agriculture, modern) 

aoj(depend, agriculture) 

scn(depend, engineering@YesNo) 

{/unl}                       (8) 

iii. Non- missing type question: These are the    

questions in which a node in UNL graph has an               

argument „xyz@wh‟. Here „xyz‟ means any                        

combination of characters (except „00.01‟ which is 

used for missing type questions). For example:                 

Consider cleaned UNL given in Eq. (9) of a question 

“Does modern agriculture depends on engineering”. 

{unl} 

aoj(include, agriculture@wh)  

{/unl}              (9)  

6. Data Structures and Pseudocode 

During the preprocessing phase in which answer‟s 

and question‟s UNL is parsed and cleaned up, the 

base data structures i.e., JSON objects are created. 

For storing Answer UNL information „answerObject‟ 

is formed as shown in Figure 4. Similarly for storing 

Question UNL information „questionObject‟ is 

formed as shown in Figure 5. These objects have     

following keys: 

a. „firstArgument‟ which stores first argument 

of UNL relation. 

b. „secondArgument‟ which stores second              

argument of UNL relation. 

c. „relationName‟ which stores name of UNL 

relation. 

d. „otherInfo‟ which holds any other                      

information. In the proposed system it has 

default value „no‟. This key has been added 

just to make sure that in future if anything 

needs to be updated or any other                             

information/ functionality is required, and 

then this key can be used. 

  
Fig. 4. Web browser‟s (google chrome) debugger snapshot 

showing data structure for storing answer UNL 

 
Fig. 5. Web browser‟s (google chrome) debugger snapshot 

showing data structure for storing question UNL 

 

For storing information related to hyper nodes/ 

scope nodes, „hyperNodes‟ object is created. For the 

given example sentence shown in Eq. (2) its 

„hyperNodes‟ object is as shown in Figure 6. 



 

These above mentioned data structures are used by 

UNL Crawler to crawl and parse the question and 

answer. Following is the pseudocode is used by UNL 

crawler for crawling. 

Fig. 6: Web browser‟s (google chrome) debugger snapshot               
showing data structure for storing scope/ hyper UNL graph                   

information 

 

PSEUDOCODE 1: Crawling 

Input: Question‟s UNL, Answer‟s UNL 

Output: Answer in English 

1. Scan question‟s UNL to check if it is a missing type question, polar question or non-missing type 

question.  

2. Call the procedure „findAnswer‟ to get the best possible answer based on the type of question. 

 

The pseudocode for identifying question type i.e., 

if it is a missing type question, Polar (Yes/No type) 

question, or non-missing type question is explained as 

follows.

 

PSEUDOCODE 2: FindQuestionType 

Input: Question‟s UNL 

1. If question‟s UNL has a node with an argument like ‟00.01@wh‟ then it‟s a missing type question. 

2. If question‟s UNL has a node with an argument like ‟xyz@YesNo‟ then it‟s a polar question. 

3. If question‟s UNL has a node with an argument like ‟xyz@wh‟ then it‟s a non-missing type question. 

 

The pseudocode for finding answer is explained as 

follows.

 

PSEUDOCODE 3: FindAnswer 

Input: Question‟s UNL, Answer‟s UNL 

Output: Answer in English 

1. If the question is a missing type question then 

a. Store name of the relation in which question argument (00.01@wh) is present in a variable as 

answer relation name. 

b. Store the sibling argument of the node in which question argument (00.01@wh) is present in a 

variable as an argument to match. 

c. If 00.01@wh is the second argument then do the following: 

i. Crawl the answer UNL and look for a node whose relation name is same as that of answer     

relation name and whose first argument is same as an argument to match.  

ii. Case 1: If such a node is found and the second argument is not a scope then its second                     

argument is the required answer and exit. 

Case 2: Else if such node is found and the second argument is a scope, then resolve that scope 

using „hyperNodes‟ object and exit. 

Case 3: Else if any other nodes are found whose first argument is same as an argument to 

match, then their second arguments could be a probable answers (later decided by Optimizer) 

so store them and exit. 

Case 4: Else if no such node is found, then save answer as blank or empty (i.e., answer = “”) 

and exit. 

d. If 00.01@wh is the first argument then follow step „1-c‟ with the only difference that instead of 



the first argument use second argument and vice-versa and exit. 

2. If the question is a polar question then 

a. Store name of the relation in which question argument (xyz@YesNo) is present in a variable as 

answer relation name. Call this node as candidate node. 

b. Store the sibling argument of the node in which question argument (xyz@YesNo) is present in a 

variable as an argument to match. 

c. Crawl the answer UNL and check if candidate node is present or not. If the candidate node is 

present then the answer is „Yes‟ and exit. 

d. If xyz@YesNo is the second argument then do the following: 

i. Crawl the answer UNL and look for a node whose relation name is same as that of answer         

relation name and whose first argument is same as an argument to match. 

ii. If such node is found and the second argument is a scope, then resolve that scope using               

„hyperNodes‟ object and check if „xyz‟ is in any of the substrings of that resolved                     

hyperNode. 

iii. If „xyz‟ is in any of the substrings of that resolved hyperNode then set answer as „Yes‟ 

       Else set answer as „No‟ and exit. 

e. If xyz@YesNo is the first argument then follow step „2-d‟ with the only difference that instead 

of the first argument use second argument and vice-versa. 

3. If the question is a non-missing type question then 

a. Store name of the relation in which question argument (xyz@wh) is present in a variable as                 

answer relation name. 

b. Store the sibling argument of the node in which question argument (xyz@wh) is present in a      

variable as an argument to match. 

c. If xyz@wh is the second argument then do the following: 

i. Crawl the answer UNL and look for all nodes whose first argument is same as an argument to 

match, and the second argument is not „xyz‟. 

ii. For all such nodes found if the second argument is not a scope then save their second                        

arguments as the expected required answers and exit. 

Else if the second argument is a scope, then resolve that scope using „hyperNodes‟ object and 

exit. 

      Else if no such nodes are found, then save answer as blank or empty (i.e., answer = “”) and 

exit. 

d. If xyz@YesNo is the first argument then follow step „3-c‟ with the only difference that instead 

of the first argument use second argument and vice-versa. 

  

Once the answers are given by the Crawler, 

Optimizer tries to tell the user about the accuracy of 

the answer by assigning a rank to it. The ranking is 

only given to missing type questions. Polar questions 

and non-missing type questions does not require 

ranking. Pseudocode for ranking is explained below.

  

PSEUDOCODE 4: Optimization_Ranking 

Input: Question‟s UNL, Answer‟s UNL, List of candidate answers given by UNL Crawler 

Output: Answers with ranking and relevance in the proper format 

1. If the question is a missing type question then 

a. Parse the question UNL and answer UNL. 

b. If all the information in question UNL is present in answer UNL and answer given by Crawler is 

not blank, then optimizer says that „it‟s a perfect match‟. 

c. If all the information in question UNL is present in answer UNL but the answer given by      

Crawler is blank, then optimizer reports that „Your question is correct but we are sorry because 

our database does not contain sufficient information to answer this‟. 

d. If not all the information in question UNL is present in answer UNL and answer is not blank, 

then optimizer reports that „It‟s ALMOST a perfect match. We cannot find some information in 

Database‟. 



e. If all or some of the information in question UNL is present in answer UNL and If the answer 

found by Crawler is as per Step 1-c-ii-Case 3 in PSEUDOCODE 3 (FindAnswer), then                          

optimizer recognizes that it‟s not a perfect match and says that „It‟s a partial match. The most 

probable answer is‟. 

 

7. Metrics Used For Evaluation 

The following important metrics has been used 

for evaluating the proposed system. 

 Conciseness: It means that the answer 

should not contain irrelevant or extraneous 

information.  

 Relevance: It specifies that the answer 

should be a response to the question.  

 Correctness: It specifies that the answer 

should be factually correct. 
Apart from these metrics, Precision and Recall 

have also been long used for evaluating QA systems. 

Precision is the measure of accuracy whereas Recall 

is the measure of its exhaustivity. Precision means 

what percentage of answers given by the system is 

relevant and is calculated by the formula given in Eq. 

(10). Recall means what percentage of relevant                   

answers is returned by the system and is calculated 

by the formula given in Eq. (11). 
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F-Measure or F1-Score is the harmonic mean of 

Precision and Recall and is calculated by the formula 

given in Eq. (12). 

)12(
RePr

RePr2

callecision

callecision
MeasureF






 

8. Methodology To Calculate Metrics Value 

The questions that are framed out of the two 

corpora are assumed to have only one correct answer 

which can be present in any sentence of these corpora. 

Consider scenario in which the user asks a question to 

the system and the system responded with 3 answers 

out of which only one answer is right. In this case, the 

Relevance of this question would be 1/3 = 33.3% 

because 1 out of 3 answers is relevant. The       

Precision of this will be same as Relevance as out of 

3 answers 1 answer is relevant. This is true for every 

case. 

The Relevance/Precision of the complete system 

would be the weighted average of 

Relevance/Precision of all the 400 questions asked 

with weights equal to the total number of questions 

per question type. 

Conciseness is calculated by the formula given in 

Eq. (13). 

)13(100
askedquestionsTotal

obtainedanswersconciseTotal
sConcisenes

As described earlier, an answer is said to be concise 

if it does not have any irrelevant or extraneous                

information. An answer which is not concise will 

have Relevancy/Precision equal to 0. 
Correctness is calculated by the formula given in Eq. 

(14). 
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Since all the answers to the questions have been 

extracted from the UNL repository (which is assumed 

to have correct UNL) and no manipulation is done by 

the developed system, therefore all answers are 

factually correct and hence „Correctness‟ is 100%. 

Since the proposed system works on UNL of input 

and UNL of the corpus, therefore the Recall of the 

proposed system is 1 because, by design, UNL 

Crawler will definitely find an answer if it is present 

in the corpus. However, if the UNL of question or 

corpus is wrong, then it will reduce the Recall. Since 

for the polar questions, answers contain only „Yes‟ or 

„No‟, therefore Conciseness and Relevance/Precision 

is not applicable to this and is evaluated as 1 always. 

9. Empirical Results 

For testing the proposed system, 400 questions are 

framed and asked through the developed interface as 

illustrated in Figure 3. All the sentences in the               

UNL-EOLSS Corpus and Agro-Explorer Corpus are 

converted to UNL and saved as UNLEolss.txt, and 

AgroExplorer.txt files respectively as a part of the 

developed solution. Out of these 400 questions, the 

total number of missing type questions are 300, Polar 



questions are 70 and non-missing type questions are 

30. Table 3 shows the count of types of questions. 
 

Table 3 

Types of Questions 

Sr No. Question Type Count Category 

1. Polar  (Yes-No) 70 Polar   question 

2 What 60  

 
 

Missing type ques-

tion 

3. Who 50 

4. Where 40 

5. When 40 

6. Why 40 

7. Which 40 

8. How 30 

9. 
What 30 Non-Missing type 

question 

Total - 400  

After testing the proposed system on 400 

questions, it has been observed that its „Conciseness‟ 

is 89.5% as out of 400 questions, answers to 42 

questions had extra information. The value of 

Relevance/Precision of these 42 questions will be 0. 

Apart from these 42 questions, there were 17 more 

questions, whose responses were in the form of 

multiple answers.  

The Table 4 shows the question wise values of 

Conciseness, Relevance/Precision, Recall and                     

F-Measure of the developed system and has been 

calculated with the help of formula given in Eqs. (10), 

(11), (12), and (13). 

 

 

 

 
Table 4 

Conciseness, Relevance/ Precision, Recall and F-Measure of the Developed System 

Sr No. Question Type Count Conciseness Relevance/ Precision Recall F-Measure 

1. What 90 0.84 0.81 1 0.895 

2. Polar (Yes-No) 70 1.0 1.0 1 1 

3. Who 50 0.86 0.82 1 0.901 

4. Where 40 0.90 0.86 1 0.924 

5. When 40 0.95 0.93 1 0.963 

6. Why 40 0.87 0.85 1 0.918 

7. Which 40 0.85 0.80 1 0.888 

8. How 30 0.86 0.81 1 0.895 

Total - 400 0.895 0.864 1 0.927 

Figure 7 shows the values of Conciseness, Correctness, Relevance/ Precision, Recall, and F-Measure of the 

developed system. 

 
Fig. 7. Measures of Conciseness, Correctness, Relevance/ Precision, Recall, and F-Measure 



10. Conclusions and Future Scope 

This paper presents a UNL (Universal                        

Networking Language) based framework for                  

language independent semantic question answering 

system (QAS). As a proof of concept, a QAS has 

been developed on top of this architecture which is 

web-based. The proposed system has given very 

promising results after testing on UNL-EOLSS and 

Agro-Explorer corpora. 

The „Conciseness‟, „Relevance‟, „Precision‟, and 

„F-Measure‟ metric values of the proposed system 

can be improved. IAN and EUGENE modules can be 

enriched for Punjabi natural language so that their                 

F-Measure can be increased. 

Since a public platform for developing language-

independent applications has been developed and 

tested, therefore other NLP applications (UNL based) 

like sentiment analysis, text summarization, machine 

translation etc. can be developed and integrated with 

this. The developed system can be extended to                 

support the feature to upload the UNL corpus by the 

user so that questions can be asked by the worldwide 

audience. 
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