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Abstract. Zero-shot learning (ZSL) which aims to deal with new classes that have never appeared in the training data (i.e.,
unseen classes) has attracted massive research interests recently. Transferring of deep features learned from training classes (i.e.,
seen classes) are often used, but most current methods are black-box models without any explanations, especially textual expla-
nations that are more acceptable to not only machine learning specialists but also common people without artificial intelligence
expertise. In this paper, we focus on explainable ZSL, and present a knowledge graph (KG) based framework that can explain
the transferability of features in ZSL in a human understandable manner. The framework has two modules: an attentive ZSL
learner and an explanation generator. The former utilizes an Attentive Graph Convolutional Network (AGCN) to match class
knowledge from WordNet with deep features learned from CNNs (i.e., encode inter-class relationship to predict classifiers), in
which the features of unseen classes are transferred from seen classes to predict the samples of unseen classes, with impressive
(important) seen classes detected, while the latter generates human understandable explanations for the transferability of features
with class knowledge that are enriched by external KGs, including a domain-specific Attribute Graph and DBpedia. We evaluate
our method on two benchmarks of animal recognition. Augmented by class knowledge from KGs, our framework generates
promising explanations for the transferability of features, and at the same time improves the recognition accuracy.

Keywords: Zero-shot Learning, Knowledge Graph, Explainable AI, Knowledge-based Learning, Graph Convolutional Network

1. Introduction

Recently, object recognition by deep learning which
learns features from abundant samples has gained a

*Corresponding author. E-mail: huajunsir@zju.edu.cn.

lot of successes. For example, it even outperforms hu-
man beings on the ImageNet ILSVRC challenges [1].
However, it still suffers from challenges from data col-
lection: when a new class emerges, hundreds of sam-
ples are needed for training while their labels are usu-
ally hard to acquire. This makes the recognition model
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less competitive. Therefore, the interest in zero-shot
learning is growing rapidly. It focuses on developing
deep learning models for those emerging classes with-
out training samples.

Zero-shot learning (ZSL) is widely introduced in
image classi�cation tasks (e.g., [2]). It predicts the im-
ages of new classes (i.e., unseen classes) that do not
exist in the training set by transferring features learned
from the training classes (i.e., seen classes). The in-
spiration is thata human can recognize new objects
through the class knowledge (e.g., description) itself,
even without labeled samples. For example, consider-
ing the animal class “Serval”, even though a human has
never seen its samples in the past, s/he would still be
able to recognize it based on the description: “Serval,
a kind of animal with aCat-like face and aCheetah-
like body” (see Figure 1). With previous recognition
experience ofCat andCheetah, s/he can easily infer
the appearance ofServaland identify it correctly.

The general principle of most ZSL algorithms is
to represent such class knowledge and utilize inter-
class relationship to transfer model parameters such as
neural network features from seen classes to unseen
classes. Some works (e.g., [3, 4]) leverage the word
embeddings of class names learned from text corpora
for transferring e.g., CNN features, while others (e.g.,
[5, 6]) prefer more complex knowledge like class hier-
archy and class attributes. These methods aim at learn-
ing and predicting for unseen classes ([3–8]), but are
black-box models: the transferability of features be-
tween classes is uninterpretable. This not only lim-
its human's trust in prediction results of ZSL models,
considering that ZSL is a method which recognizes
the samples of new classes but has never been trained
with their labeled samples, but also restricts the poten-
tial of improving ZSL models, for example, with ex-
planations, machine learning specialists would master
which classes whose features are transferable to learn
the features of unseen classes and which are not so that
optimizing the ZSL models by adding necessary fea-
tures or removing inadequate features. Therefore, in
this paper, we focus on explaining the transferability
of features in ZSL and generating textual explanations
which can be understood by not only specialists but
also non-specialists.

There have been few works that explain ZSL with
human understandable knowledge. As far as we know,
the only work that is close to ours is by Selvaraju
et al. [9]. They �rst learn the mapping between class
attributes and individual neurons in deep networks,
and then transfer neurons from seen classes to un-

Fig. 1. An example of recognizingServal(unseen class) with two
seen classes (Cat and Cheetah). We focus on explainable ZSL,
which extracts domain-speci�c attributes as well as general knowl-
edge, such as sharp ear, face appearance, long leg, spotted coat and
felidae ancestor, as evidence to generate textual explanations that are
more understandable by humans.

seen classes, where class attributes are taken as textual
explanations to justify the decisions made by unseen
classi�ers (cf. more in Section 2.3). Such work indi-
cates that it is feasible to explain ZSL by class knowl-
edge such as class attributes. However, it focuses on
grounding the network neurons in interpretable seman-
tics but ignores the feature transferability which is the
core of ZSL. Also, its method is ad-hoc, only working
for prede�ned class attributes, while ours supports not
only attributes but also general knowledge in different
formats, coming from external KGs like DBpedia.

In this paper, we propose a KG based framework to
explain the transferability of features in ZSL. It �rst
adopts a KG named WordNet and an Attentive Graph
Convolutional Neural Network (AGCN) to model and
encode inter-class relationship for ZSL, which is also
known as anAttentive ZSL Learner(AZSL). Namely,
a matching between inter-class relationship and CNN
features is learned. It then uses anexplanation gener-
ator to extract rich class knowledge from a domain-
speci�c Attribute Graph and general external KGs
(e.g., DBpedia) as evidence for ZSL explanation. For
example, as shown in Figure 1, the attribute knowl-
edge ofsharp earand the DBpedia knowledge offeli-
dae ancestorare used to illustrate the transferability of
features fromCat andCheetahto Serval. Finally, we
propose multiple templates to generate human under-
standable explanations.

Brie�y, our work contributes are as follows:

– A KG-based explanation framework for zero-shot
learning is proposed. It is among the �rst to ex-
plain the transferability of neural network fea-
tures in ZSL.
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