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Abstract. Various knowledge bases (KBs) have been constructed via information extraction from encyclopedias, text and tables, as well as alignment of multiple sources. Their usefulness and usability is often limited by quality issues. One common issue is the presence of erroneous assertions and alignments, often caused by lexical or semantic confusion. We study the problem of correcting such assertions and alignments, and present a general correction framework which combines lexical matching, context-aware sub-KB extraction, semantic embedding, soft constraint mining and semantic consistency checking. The framework is evaluated with one set of literal assertions from DBpedia, one set of entity assertions from an enterprise medical KB, and one set of mapping assertions from a music KB constructed by integrating Wikidata, Discogs and MusicBrainz. It has achieved promising results, with a correction rate (i.e., the ratio of the target assertions/alignments that are corrected with right substitutes) of 70.1%, 60.9% and 71.8%, respectively.
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1. Introduction

Knowledge Bases (KBs) whose variants are now often known as Knowledge Graphs [22] are playing an increasingly important role in applications such as search engines, question answering, common sense reasoning and data integration. They include general purpose KBs such as Wikidata [60], DBpedia [2] and NELL [38], as well as domain specific KBs such as Discogs and MusicBrainz. Such KBs may be constructed via methods such as extraction from web resources (e.g., DBpedia and NELL) and crowdsourcing (e.g., Wikidata) as well as bespoke knowledge engineering [65], and they often include knowledge from multiple sources that has been integrated via some alignment procedure [6, 67]. Notwithstanding their important role, these KBs still suffer from various quality issues, including constraint violations and erroneous assertions [15, 46], that negatively impact their usefulness and usability. These issues may be due to the knowledge itself (e.g., the core knowledge source of DBpedia, Wikipedia, is estimated to have an error rate of 2.8% [64]), or may be introduced by the knowledge extraction and alignment process.

Existing work on KB quality issues covers not only error detection and assessment, but also quality improvement via completion, canonicalization and so
on [46]. Regarding error detection, erroneous assertions can be detected by various methods, including consistency checking with defined, mined or external constraints [28, 48, 56], prediction by machine learning or statistical methods [9, 35, 47], and evaluation by query templates [29]; see Section 2.1 for more details. However, erroneous assertions are typically discarded [8, 42] or reported to curators for manual correction. Manual curation is expensive and sometimes unrealistic especially when the KB is very large. Actually most KB refinement works focus on completion and error detection, but very few methods or toolkits have been developed to correct the errors [46].

Lertvitayakumjorn et al. [30] and Melo et al. [34] found that most erroneous assertions are due to confusion or lexical similarity leading to entity misuse; for example confusion between Manchester_United and Manchester_City, two football clubs based in Manchester, UK, can lead to facts about Manchester_United being incorrectly asserted about Manchester_City. Such errors are common not only in general KBs like DBpedia and Wikidata but also in domain specific KBs like the medical KB used in our evaluation. When aligning multiple KBs by either naive heuristics (e.g., name matching) or state-of-the-art systems (e.g., LogMap [24]), erroneous alignments (i.e., mapping assertions) are also often caused by confusion or lexical similarity. Both [30] and [34] proposed to find an entity to replace either the subject or the object of an erroneous assertion; however, subject replacement used a simple graph metric and keyword matching, which fails to capture the contextual semantics of the assertion, while object replacement relies on Wikipedia disambiguation pages, which may be inaccessible or nonexistent, and again fail to capture contextual semantics.

Other work has focused on quality improvement, for example by canonicalizing literal assertions which are those assertions whose objects are literals that represent entities (i.e., entity mentions) [5]; for example, the literal object in the assertion (Yangtze_River, passesArea, “three gorges district”). Replacing this literal with the entity Three_Gorges_Reservoir_R region enriches the semantics of the assertion, which can improve query answering. Such literal assertions are pervasive in wiki-based KBs such as DBpedia [2] and Zhishi.me [44], and in open KBs extracted from text; they may also be introduced when two KBs are aligned or when a KB evolves. According to the statistics in [19], DBpedia (ca. 2016) included over 105,000 such assertions using the property dbp:location alone. Current methods can predict the type of the entity represented by the literal [19], which is useful for creating a new entity, and can sometimes identify candidate entities in the KB [5], but they do not propose a general correction method; see Section 2.2 for a more details.

In this paper, we propose a general method for correcting (i) assertions whose objects are either erroneous entities or literals in an individual KB, and (ii) erroneous alignments in a heterogeneous KB as a result of aligning multiple KBs. To this end, we have developed a general framework that exploits related entity estimation, assertion prediction and constraint-based validation, as shown in Figure 2. Given a set of target assertions (i.e., assertions that have been identified as erroneous), it uses semantic relatedness and heuristic rules to identify candidate entities for substitution, extracts a multi-relational graph from the KB (sub-graph) that can model the context of the target assertions, and learns an assertion prediction model using both semantic embeddings and observed features. The model predicts the assertion likelihood for each candidate substitution, and filters out those that lead to unlikely assertions. The framework further verifies the candidate substitutions by checking their consistency w.r.t. property range and cardinality constraints mined from the global KB. The framework finally makes a correction decision, returning a corrected assertion or reporting failure if no likely correction can be identified.

Briefly, this paper makes the following main contributions:

- It proposes a general framework that can correct erroneous entity assertions and literal assertions in an individual KB, and erroneous alignments of multiple KBs;
- For each correction the framework estimates the related entities via various approaches and extracts a context-aware sub-graph, leading to a smaller number of candidates and higher efficiency, thus enabling it to deal with large scale KBs;
- The framework utilizes both semantic embeddings and observed features to capture the local context for correction prediction, and complements the prediction with consistency against “soft” property constraints mined from the global KB;
- It presents an evaluation of the framework with erroneous entity assertions from a medical KB mainly extracted from text, literal assertions from
DBpedia, and erroneous alignments in matching artists from Wikidata, Discogs and MusicBrainz.

It is worth noting that for KB quality assurance, detection and correction of erroneous assertions are two critical, challenging and detachable tasks; this study focuses on the correction task. This paper is a substantial extension of a conference paper presented at The Web Conference (WWW) 2020 [4] as it (i) adds the correction of mapping assertions in KB alignment; (ii) enhances the techniques to deal with large scale KBs (e.g., extracting a task-specific sub-graph), and evaluates their efficiency and scalability; (iii) improves the related entity estimation and assertion prediction for higher robustness; and (iv) extends the evaluation with experiments on an additional KB.

The remaining of the paper is organized as follows. Section 2 reviews related work. Section 3 formalises what we mean by a KB and the problem we are addressing. Section 4 presents the technical details of the proposed framework. Section 5 presents an evaluation of the framework. Section 6 concludes with a discussion and some ideas for future work.

2. Related Work

In this section we survey existing work related to assertion validation, which includes erroneous assertion detection, assertion prediction with semantic embeddings and observed features, canonicalization, assertion correction, and repair in KB alignment.

2.1. Assertion Validation

In our work we do not aim at addressing the problem of KB assertion validation, but at reusing these techniques as components of our assertion and alignment correction framework. One way to identify likely invalid assertions is to check consistency against logical constraints or rules. Explicitly stated KB constraints can be directly used, but these are often weak or even non-existent. Thus, before using the DBpedia ontology to validate assertions, Topper et al. [56] enriched it with class disjointness, and property domain and range constraints, all derived via statistical analysis; Paulheim and Gangemi [48] enriched it via alignment with the DOLCE-Zero foundational ontology. Various constraint and rule languages such as Shapes Constraint Language (SHACL) [28], Rule-Based Web Logics [1] and SPARQL query templates [29], have also been proposed so that external knowledge can be encoded and applied. Similarly, Kharlamov et al. [27] proposed to interpret (a subset of) ontology axioms as (datalog) integrity constraints to assess the completeness of the KB.

As machine learning has developed, various methods have been proposed to encode the semantics of entities and relations into vectors for prediction [62]. The observed features are typically indicators (e.g., paths) extracted for a specific prediction problem. They often work together with other learning and prediction algorithms, including supervised classification (e.g., PaTyBRED [34]), autoencoder (e.g., RDF2Vec [52]), statistical distribution estimation (e.g., SDValidate [47]) and so on. PaTyBRED and SDValidate directly detect erroneous assertions, while RDF2Vec utilizes graph paths to learn intermediate entity representations that can be further used to validate assertions via supervised classification.

In contrast to observed features, which often rely on ad-hoc feature engineering, semantic embeddings (vectors) can be learned by minimizing an overall loss with a score function for modeling the assertion’s likelihood [62]. They can be directly used to estimate the assertion likelihood. State-of-the-art methods include those geometric or translation-based models such as TransE [3], TransH [63], TransR [32], and those decomposition or latent factor models such as DistMult [68] and ComplEx [58]. They can be combined with algorithms such as outlier detection [9] and supervised classification [39] to deal with assertion validation in specific contexts. Besides, these semantic embedding methods are now also being widely applied in quite a few other KB relevant tasks such as entity matching, resolution and reconciliation [13, 62, 69].

On the one hand, the aforementioned methods were mostly developed for KB completion and erroneous assertion detection, and few have been applied in assertion correction, especially the semantic embedding methods. On the other hand, they suffer from various shortcomings that limit their application. Consistency checking depends on domain knowledge of a specific task for constraint and rule definition, while the mined constraints and rules are often weak in modeling local context for disambiguation. Semantic embedding methods are good at modeling contextual semantics in a vector space, but are computationally expensive when learning from large KBs [45] and suffer from low robustness when dealing with real world KBs that are often noisy and sparse [50].
2.2. Canonicalization

Recent work on KB canonicalization is relevant to our related entity estimation. Some of this work focuses on the disambiguation of entity mentions in an open KB extracted from textual data [16, 59, 66]; CESI [59], for example, utilizes side information (e.g., WordNet), semantic embedding and clustering to identify equivalent entity mentions. However, these methods cannot be directly applied in our correction framework as they focus on equality while we aim at estimating relatedness. The contexts are also different as, unlike entity mentions, literals can only be the object of a triple and usually have fewer links with entities.

Chen et al. [5] and Gunaratna et al. [19] aimed at the canonicalization of literal objects used in assertions with DBpedia object properties (whose objects should be entities). Instead of correcting the literal with an existing entity, they focus on the typing of the entity that the literal represents, which is helpful when a new entity is created for replacement. Although [5] also tried to identify an existing entity to substitute the literal, it suffers from some limitations: the predicted type is used as a constraint for filtering, which is not a robust and general correction method; the related entity estimation is ad-hoc and DBpedia specific; and the type prediction itself only uses entity and property labels, without any other contextual semantics.

2.3. Assertion Correction

We focus on recent studies concerning the automatic correction of erroneous assertions. Some are KB specific. For example, Dimou et al. [11] refined the (relational data to RDF) mappings between Wikipedia data and DBpedia knowledge to correct errors during DBpedia construction, while Pellissier et al. [49] mined correction rules from the edit history of Wikidata to resolve its constraint violations. In contrast, our framework is general and does not assume any additional KB meta information or external data.

Regarding more general approaches, some aim at eliminating constraint violations. For example, Chortis et al. [7, 55] defined and added new properties to avoid violating integrity constraints. These methods ensure KB consistency, but they can neither correct the knowledge itself nor deal with those wrong assertions that satisfy the constraints. Lertvittayakumjorn et al. [30] and Melo et al. [34] both correct assertions by replacing the objects or subjects with correct entities. The former found the substitute by either keyword matching or a simple graph structure metric, while the latter first retrieved candidate substitutes from the Wikipedia disambiguation page (which may not exist, especially for KBs that are not based on Wikipedia) and then ranked them by lexical similarity. Both methods, however, only use simple graph structure or lexical similarity to identify the substitute, and ignore the link-edge incompleteness of a KB. In contrast, our method utilizes semantic embeddings to exploit the local context within a sub-graph to predict assertion likelihood, and at the same time uses global property constraints to validate the substitution.

2.4. Alignment Repair

There have been some works for KB alignment repair. Although some ontology alignment systems can also repair instance mappings (e.g., LogMap [24]), most of them focus on concept (class) mappings for expressive ontologies. They usually aim to minimize the undesired logical consequences caused by the mappings (e.g., unsatisfiability), by removing some mappings [24, 33, 51, 53, 54, 61] or modifying some axioms of the input ontologies [23] with heuristic, ad-hoc, iterative or interactive methods. The study [8] also removes some identity mappings that lead to constraint violations but focuses on sameAs links of Linked Data. Instead of removing some mappings, Euzenat [14] proposed to generate new but less confident mappings after the faulty mappings are discarded. According to the experiment, the solution achieves a high overall precision and more coherent alignments. These repair works aim at maximize logical consistency, but ignore the truth of each mapping. They often adopt some metrics, e.g., the principles of consistency and conservativity proposed by Jimenez-Ruiz et al. [26], to assess the logical consequences. However, in dealing with real world KB alignments, especially those entity alignments with limited logic constraints in the input KBs, erroneous mappings often do not lead to any inconsistency. In contrast, our correction method aims at maximising the “truth” of a mapping and can deal with erroneous mappings that are detected by any method, including logical inconsistency, third party applications or human beings. Moreover, to the best of our knowledge, we are among the first to consider entity mapping repair for large scale KBs.
3. Background

3.1. Knowledge Base

In this study we consider KBs that follow Semantic Web standards including RDF (Resource Description Framework), RDF Schema, OWL (Web Ontology Language) and the SPARQL Query Language. A KB is assumed to be composed of a TBox (terminology) and an ABox (assertions). The TBox usually defines classes (concepts), a class hierarchy (via rdfs:subClassOf), properties (roles), and property domains and ranges. Each class or property is represented by an Internationalized Resource Identifier (IRI). It may also use a more expressive language such as OWL to express constraints such as class disjointness, cardinality restrictions and so on.

The ABox consists of a set of assertions (facts) describing concrete entities (individuals), each of which is represented by an IRI as well. Each assertion is represented by an RDF triple \( \langle s, p, o \rangle \), where \( s \) is an entity, \( p \) is a property and \( o \) is either an entity or a literal (i.e., a typed or untyped data value such as a string or integer). \( s, p \) and \( o \) are known as the subject, predicate and object of the triple. An entity can be an instance of one or more classes. This is expressed by a special triple known as class assertion whose predicate is the built-in rdf:type property and object is a class. In contrast, the assertion whose \( p \) is not a built-in property from the reserved vocabulary of RDF, RDFS or OWL is known as property assertion. KB here also includes the case where the TBox is empty (i.e., the KB consists only of an ABox), as is often the case in knowledge graphs. Note the definition of entity in OWL includes class, property and individual. In this paper we use entity to refer to just individual and directly use the terms of class and property. This is often adopted in many knowledge graph works, and makes this paper’s presentation more clear.

Such a KB can be accessed by SPARQL queries using a query engine that supports the relevant entailment regime (e.g., RDFS or OWL) [17]; such an engine can, e.g., infer \( \langle e_0 \text{ rdf:type } c_2 \rangle \), given \( \langle e_0 \text{ rdf:type } c_1 \rangle \) and \( \langle c_1 \text{ rdfs:subClassOf } c_2 \rangle \). In addition, large-scale KBs often have a lookup service that enables users to directly access its entities by fuzzy matching; this is usually based on a lexical index that is built with entity labels (phrases defined by rdfs:label) and sometimes entity anchor text (short descriptions). DBpedia builds its lookup service\(^2\) using the lexical index of Spotlight [36], while entities of Wikidata can be retrieved, for example, via the backend API of OpenTapioca [10].

3.2. Knowledge Base Alignment

KB alignment refers to the merging of multiple KBs by establishing mappings between classes, properties and instances that represent the same entity [25, 67]. The aligned KBs are regarded as a single KB, where their TBoxes and ABoxes are (respectively) merged; while the original KBs for alignment are named as component KBs in this paper. Note that it is possible that multiple entities/concepts/properties from different component KBs have the same IRI, and thus a mapping is not required in these cases.

The mappings are often represented using built-in OWL properties defined by W3C, such as owl:sameAs, owl:equivalentClass and owl:equivalentProperty,\(^3\) or bespoke object properties. They are all referred to as equivalence properties in this paper, while their associated assertions are named as mapping assertions. These mapping assertions are typically merged into the TBox and/or ABox of the aligned KB. Figure 1 illustrates the alignment of three music KBs that are extracted from Wikidata, Musicbrainz and Discogs,\(^4\) respectively, where the four properties in blue are equivalence properties. For example, the equivalence property wd:musicbrainzArtist represents the mappings of artists and artist groups between Wikidata and Musicbrainz; while the assertion \( \langle \text{wd:Q1299, wd:musicbrainzArtist, musicbrainz:The Beatles} \rangle \) states that the subject and the object refer to the same artist group – the English pop-rock band “The Beatles”.

As a single KB often has incomplete knowledge, especially for enterprise applications in a specific domain, the alignment of multiple KBs plays an important role in KB enrichment and curation. A

\(^2\)https://wiki.dbpedia.org/lookup
\(^3\)https://www.w3.org/TR/owl-ref/
\(^4\)Instead of the whole Wikidata but a part of its entities about artists artist groups, and their associated assertions are extracted and used. They are mapped with artists of Musicbrainz KB and Discogs KB by alignment tools and ad-hoc domain knowledge. The latter also include assertions (e.g., those associated with discogs:hasMember) that are extracted from their databases. Elements (entities, classes and properties) of the three component KBs are represented with the namespaces of wd, musicbrainz and discogs respectively.
In this study, we focus on correcting ABox property assertions, i.e., RDF triples \( (s, p, o) \) where \( p \) is not a property from the reserved vocabulary of RDF, RDFS or OWL. As mentioned above, if \( p \) is an equivalence property, then we will call the triple a mapping assertion; otherwise, if \( o \) is an entity, then we will call the triple an entity assertion, and if \( o \) is a literal then we will call the triple a literal assertion. Note that in the case of literal assertions, correction may require more than simple canonicalization; for example, the assertion \( \langle \text{Sergio Agüero}, \text{playsFor}, \text{Manchester United} \rangle \) should be corrected to \( \langle \text{Sergio Agüero}, \text{playsFor}, \text{Manchester_City} \rangle \) instead of just being canonicalized as \( \langle \text{Sergio Agüero}, \text{playsFor}, \text{Manchester United} \rangle \).

We assume that the input is a KB \( K \), and a set \( E \) of assertions that have been identified as incorrect and whose types (literal assertion, entity assertion or mapping assertion) are given. For each literal or entity assertion \( \langle s, p, o \rangle \) in \( E \), the proposed correction framework aims at either finding an entity \( e \) from \( K \) as an object substitute, such that \( e \) is semantically related to \( o \) and the new triple \( \langle s, p, e \rangle \) is “correct” (i.e., seems to match the true state of affairs in the domain being modelled), or reporting that there is no such entity \( e \) in \( K \); while for each mapping assertion \( \langle s, p, o \rangle \) in \( E \), the substitute \( e \) does not need to be semantically related to \( o \) but should be equivalent to \( s \). We focus on correcting the object because most erroneous literal and entity assertions we find in those general KBs from encyclopedias and those industrial domain specific KBs from text and tabular data are caused by the confusion over the objects. Nevertheless, our framework can indirectly correct the subject in the reversed entity assertion, that is, an assertion where subject and object are exchanged and the inverse of the property is used instead. In the case of the erroneous mapping assertions, our framework can already be applied to correct the subject as the equivalence properties in the mapping assertions are symmetric.

We assume the erroneous assertions \( E \) are given. This is reasonable in real world KB curation, as the detection and correction are often regarded as two detached tasks in a pipeline. Erroneous literal assertions can be identified by data type inference and regular expressions as in [19], while erroneous entity assertions and mapping assertions can be detected either manually when the KB is applied in downstream applications or automatically by the methods discussed in Section 2.1. For example, the erroneous assertions of the medical KB are fed back by its industrial deployment in Tencent Technology and users. Specially, erroneous mapping assertions are often fed back by a post processing step involving consistency checking (e.g., as in LogMap [24]) and human interaction [31].

It is important to note that if the KB is an OWL ontology, the set of object properties (which connect two entities) and data properties (which connect an entity to a literal) should be disjoint. In practice, however, KBs such as DBpedia and some open KBs extracted from the text often do not respect this constraint and some properties are often followed by both entities and literals. The literal assertions for correction are based on such properties (e.g., \text{playsFor} in the aforementioned erroneous literal assertion example), and it causes no inconsistency to correct them by just replacing their literal objects with entities without changing the properties.

### 4. Methodology

#### 4.1. Framework

As shown in Figure 2, our assertion correction framework mainly consists of related entity estimation, assertion prediction, constraint-based validation and correction decision making. Related entity estimation identifies those entities that are related to the correct object (substitute) of the assertion. Given a target assertion \( t = \langle s, p, o \rangle \), its related entities, ranked by their relatedness, are denoted as \( RE_r \). They are called candidate substitutes of the original object \( o \), and the
new assertions when \( o \) is replaced are called candidate assertions. We adopt two techniques — lexical matching and word embedding — to measure relatedness and estimate \( \text{RE}_t \). Note that the aim of this step is to ensure high recall; precision is subsequently taken care of via assertion prediction and constraint-based validation over the candidate assertions.

Assertion prediction estimates the likelihood of each candidate assertion. Given a target assertion \( t = \langle s, p, o \rangle \) and its related entities \( \text{RE}_t \), for each entity \( e_i \) in \( \text{RE}_i \), assertion prediction outputs a score that estimates the likelihood of \( \langle s, p, e_i \rangle \). To train such an assertion prediction model, a sub-graph that contains the context of the correction task (i.e., the target assertions \( \mathcal{E} \)) is first extracted, with the related entities, involved properties and their neighbourhoods; positive and negative assertions are then sampled for training. State-of-the-art semantic embeddings (e.g., TransE [3] and DistMult [68]), as well as some widely used observed features (e.g., path and node) are used to build the assertion prediction model.

Constraint-based validation checks whether a candidate assertion violates constraints on the cardinality or (hierarchical) range of the property, and outputs a consistency score which measures its degree of consistency against such constraints. Such constraints can be effective in filtering out unlikely assertions, but modern KBs such as DBpedia and Wikidata often include only incomplete or weak constraints, or do not respect the given constraints as no global consistency checking is performed. Therefore, we do not assume that there are any cardinality restrictions or range constraints in the KB TBox, but instead use mined constraints, each of which is associated with a supporting degree (probability).

Correction decision making combines the results of related entity estimation, assertion prediction and constraint-based validation; it first integrates the assertion likelihood scores and consistency scores, and then filters out those candidate substitutes that have low scores. Finally, it either reports that no suitable correction was found, or recommends the most likely correction.

4.2. Related Entity Estimation

For each target assertion \( t = \langle s, p, o \rangle \in \mathcal{E} \), related entity estimation first extracts its anchor phrases as the input, and then extracts a list \( \text{RE}_t \) containing up to \( k \) most related entities (i.e., \( |\text{RE}_t| \leq k \)) by comparing the KB entities against the anchor phrases. The anchor phrases of \( t \) are \( o \) itself if \( t \) is a literal assertion; otherwise, they are the labels and name-like attributes (i.e., attributes that denote entity name information e.g., \text{discogs:name-real} \) of \( o \) if \( t \) is an entity assertion, and of \( s \) if \( t \) is a mapping assertion. For a literal/entity assertion \( t, \text{RE}_t \) is extracted from the whole KB \( \mathcal{K} \); while for a mapping assertion \( t, \text{RE}_t \) is extracted from a component KB of \( \mathcal{K} \) where the object \( o \) comes from. Our framework supports two lexical matching approaches — traversal based and lexical index (lookup service) based, and one word embedding approach; this allows us to compare the effectiveness of different approaches on different KBs (see...
Section 5.2). Note that we do not use entities in the one-hop or two-hop neighbourhood of the subject and property of the target as related entities, because that would lead to a very large number of substitute candidates, and the recall of the right substitute is often quite low, especially in correcting mapping assertions.

4.2.1. Lexical Matching (Edit Distance)

For a target assertion $t$, the lexical matching based approach traverses each entity in the KB (or the component KB of $o$ if $t$ is a mapping assertion) and ranks these entities by their relatedness from high to low. The relatedness between $t$ and an entity is calculated as follows. The lexical matching based approach calculates a string similarity score, i.e., normalized Edit Distance [40], between each anchor phrase of $t$ and each phrase (including labels and name-like attributes) of this entity, and finally adopts the highest score among all the phrase pairs to represent the relatedness of this entity. The score is a value in $[0, 1]$; the higher the score, the more related the entity is. The reason for adopting the highest score is to ensure a high recall of the related entities.

4.2.2. Word Embedding

The general procedure of the word embedding based approach is the same as the above lexical matching based approach, except that it replaces the string similarity score (i.e., normalized Edit Distance) between two phrases by the distance-based similarity score (i.e., cosine similarity) between their embeddings (vectors). To calculate the vector of a phrase, the word embedding based approach (i) tokenizes the phrase with the punctuation removed, (ii) represents each token as a vector using a word embedding model (e.g., Word2Vec [37]) that is trained using a large corpus, where tokens out of the model’s vocabulary are ignored, (iii) calculates the average of the vectors of all the tokens. Compared with lexical matching, word embedding considers the semantics of a word, which assigns a high similarity score to two synonyms. In the abovelookup example, “district” becomes noise as it is not included in the label of dbp:Three_Gorges_Reservoir_District, but can still play an important role in the word embedding based approach due to the short word vector distance between “district” and “region”. However, in practice, entity misuse is often not caused by semantic confusion, but by similarity of spelling and token composition, where the lexical similarity is high but the semantics may be quite different.

4.2.3. Lexical Matching (Lookup Service)

For those KBs with a lexical index, the lexical matching based approach can directly use a lookup service based on the index, which typically returns a list of related entities for each anchor phrase, ranked from higher relatedness (lexical similarity) to lower relatedness, but mostly without a relatedness score; see, e.g., the DBpedia Lookup Service mentioned in Section 3.1. However, anchor phrases derived from (erroneous) entities or literals are often noisy and ambiguous, and direct lookup using such phrases often misses the correct entity. For example, the DBpedia Lookup service returns no entities when given the input “three gorges district”, which refers to the entity dbr:Three_Gorges_Reservoir_District. Thus it is common that entities by all the original anchor phrases are less than $k$. In this case, we retrieve a list of up to $k$ entities by repeating entity lookup using sub-phrases of the longest anchor phrase, starting with the longest sub-phrases and continuing with shorter and shorter sub-phrases until either $k$ entities have been retrieved or all sub-phrases have been used. To extract the sub-phrases, we first tokenize the original phrase, remove the stop words and then concatenate the tokens in their original order for sub-phrases of different lengths.
When the lookup service enables the relatedness score, multiple lists of related entities from different sub-phrases can be merged by re-ordering the entities from high relatedness score to low. When there are no relatedness scores, to merge the entity lists, entities with a front position in their original list are still ranked in the front, while entities with the same position in their original lists are ranked by the following rule: entities by a longer sub-phrase are ranked in the front. Considering two related entity lists \( \{e_1^1, e_2^1, \ldots, e_k^1\} \) and \( \{e_1^2, e_2^2, \ldots, e_k^k\} \) by two sub-phrases with the first sub-phrase being shorter than the second sub-phrase, where \( k_1 \leq k \) and \( k_2 \leq k \), the merged related entity list is \( \{e_1^1, e_2^1, e_2^2, \ldots, e_{k_1}^1, e_{k_1}^2, e_{k_2+1}^2, \ldots, e_k^2\} \) if \( k_1 \leq k_2 \), and is \( \{e_1^1, e_2^1, e_2^2, \ldots, e_{k_1}^2, e_{k_1+1}^2, \ldots, e_k^2\} \) if \( k_2 > k_1 \).

Note we do not consider entity’s “Recount” value as a ranking score since it measures the commonness of an entity based on the number of inward links to this entity’s resource page in Wikipedia, while our entity ranking focuses on entity’s matching degree towards the query sub-phrase.

In comparison with the aforementioned entity traversal with a string similarity score or a word vector similarity score, the lexical index based approach is much more efficient, and makes it easy to utilize multiple items of textual information, such as labels in multiple languages and the abstract (some descriptions of an entity), where different names of an entity are often included. It is worth noting that we can ignore some anchor phrases in practice according to the real world context; e.g., ignoring anchor phrases of non-English labels if the lexical index is built on English text alone or the word embedding is trained with an English corpus. On the other hand, some more text can sometimes be considered as additional anchor phrases, such as the meaningful entity name in the IRI which often follows the camel case.

### 4.3. Assertion Prediction

Given related entities \( RE_i \) of a target assertion \( t = (s, p, o) \), assertion prediction is used to estimate a likelihood score for the candidate assertion \( (s, p, e_i) \), for each entity \( e_i \) in \( RE_i \). We train an assertion prediction model, i.e., a classifier, to predict whether a candidate assertion is true or not with a probability. For efficiency in dealing with very large KBs, we first extract a multi-relational sub-graph for the context of the task.

We then extract samples with the input of the observed features or semantic embeddings from the sub-graph, and finally train the prediction model.

#### 4.3.1. Sub-graph

Given a KB \( K \) and a set of target assertions \( E \), the sub-graph corresponding to \( E \) is a set of assertions (triples) of \( K \), denoted as \( K_E = \{E, P, T\} \), where \( T \) denotes the assertions, \( E \) and \( P \) denote the associated entities and properties (relations) respectively. As shown in Algorithm 1, the sub-graph is calculated with three steps: (i) extract the seeds — entities and properties involved in the target assertions \( E \), as well as related entities of each assertion in \( E \); (ii) extract the neighbourhoods — directly associated assertions of each of the seed properties and entities; (iii) re-calculate the properties and entities involved in the target assertions and these neighbourhood assertions as \( P \) and \( E \) respectively.

Note that \( = \) means an assertion is either directly declared in the KB or can be inferred by the KB with entailment reasoning. The statements with \( \models \) can be implemented by SPARQL (cf. Section 3.1): Line 11 needs \( |P| \) queries each of which retrieves the associated assertions of a given property, while Line 12 needs \( 2 \times |E| \) queries each of which retrieves the associated assertions of a given subject or object.

#### Algorithm 1: Sub-graph Extraction \((K, E, RE)\)

1. **Input:** (i) The whole KB \( K \), (ii) The set of target assertions \( E \), (iii) The related entities of each target assertion: \( RE_i, t \in E \)
2. **Result:** The sub-graph: \( K_E = \{E, P, T\} \)

begin

<table>
<thead>
<tr>
<th>Step 1: Extract the seeds</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>S</strong> ( E = {s</td>
</tr>
<tr>
<td><strong>P</strong> ( P = {</td>
</tr>
</tbody>
</table>
| **RE** \( RE = \bigcup_{k \in E} RE_k, \% The union of related entities \)
| **E** \( E = S \cup RE \) |
| \( E = E \cup \{o| (s, p, o) \in E, o \text{ is an entity}\} \% add object entities \)

<table>
<thead>
<tr>
<th>Step 2: Extract the neighbourhoods</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T = {</td>
</tr>
<tr>
<td>( T = {s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step 3: Re-calculate entities and properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E = E \cup {o</td>
</tr>
<tr>
<td>( P = P \cup {p</td>
</tr>
</tbody>
</table>

return \( K_E = \{E, P, T\} \)

#### 4.3.2. Sampling

Both positive and negative samples (assertions) are extracted from the sub-graph \( K_E = \{E, P, T\} \).
The positive samples are composed of two parts: $T_{pos} = T_{sp} \cup T_{pr}$, where $T_{sp}$ refers to assertions whose subjects and properties are among $SE$ (i.e., those subject entities involved in $E$) and $P$ respectively ($T_{sp} = \{(s, p, o) | s \in SE \land p \in P \land (s, p, o) \in T\}$), while $T_{pr}$ refers to those assertions whose subjects and properties are among $RE$ (i.e., those related entities involved in $E$) and $P$ respectively ($T_{pr} = \{(s, p, o) | p \in P \land o \in RE \land (s, p, o) \in T\}$). Considering a target assertion set containing ⟨Yangtze_River, passesArea, “three gorges district”⟩, one potential assertion in $T_{sp}$ is ⟨Yangtze_River, passesArea, Shanghai⟩, while one assertion in $T_{pr}$ is ⟨Yangtze_River, hasDam, Three_Gorges_Dam⟩ where we assume hasDam is a target property and Three_Gorges_Dam is a related entity of “three gorges district”. $T_{sp}$ and $T_{pr}$ are calculated by two steps: (i) extract all the associated assertions of each property $p$ from $T$; (ii) group these assertions according to $SE$ and $RE$. Compared with an arbitrary assertion in $T$, the above samples are more relevant to the candidate assertions for prediction. This can help release the domain adaption problem — the data distribution gap between the training and predicting assertions.

The negative samples include two parts as well: $T_{neg} = \bar{T}_{sp} \cup \bar{T}_{pr}$, where $\bar{T}_{sp}$ is constructed according to $T_{sp}$ by replacing the object with a random entity in $E$, while $\bar{T}_{pr}$ is constructed according to $T_{pr}$ by replacing the subject with a random entity in $E$. Take $T_{sp}$ as an example, for each of its assertion ⟨s, p, o⟩, an entity ə is randomly selected from $E$ for a synthetic assertion ı = ⟨s, p, ə⟩ such that $K \neq ı$, where $K$ denotes that an assertion is neither declared nor can be inferred, and ı is added to $\bar{T}_{sp}$. Considering the above positive assertion ⟨Yangtze_River, passesArea, Shanghai⟩, one example of its corresponding negative assertion is ⟨Yangtze_River, passesArea, Three_Gorges_Dam⟩. In implementation, we get $K \neq ı$ if ı $\notin T$, as T is extracted from the KB with inference. $T_{neg}$ is constructed similarly. The size of $T_{pos}$ and $T_{neg}$ is balanced.

4.3.3. Observed Features

We extract three kinds of observed features as the prediction model’s input — (i) the path feature which represents potential relations that can connect the subject and object, (ii) the node feature which represents the likelihood of the subject being the head of the property and the likelihood of the object being the tail of the property, and (iii) the name similarity which represents degree of equality of two entities w.r.t. their names. Note that the name similarity is used for correcting mapping assertions.

For the path feature, we limit the path depth to two, to reduce computation time and feature size, since both have exponential complexity w.r.t. the depth. In fact, it has been shown that paths of depth one are already quite effective. They outperform the state-of-the-art KB embedding methods such as DistMult and TransE, together with the node feature on some benchmarks [57]. Meanwhile the predictive information of a path will vanish as its depth increases. In calculation, we first extract paths of depth one: $FP^1_{so}$ and $FP^1_{os}$, where $FP^1_{so}$ represents properties from s to o (i.e., $\{p_0|(s, p_0, o) \in T\}$), while $FP^1_{os}$ represents properties from o to s (i.e., $\{p_0|(o, p_0, s) \in T\}$). Next we calculate paths of depth two (ordered property pairs) in two directions as well: $FP^2_{so} = \{(p_1, p_2)|(s, p_1, e) \in T \land (e, p_2, o) \in T\}$, $FP^2_{os} = \{(p_1, p_2)|(o, p_1, e) \in T \land (e, p_2, s) \in T\}$. Finally, we merge these paths: $FP = FP^1_{so} \cup FP^1_{os} \cup FP^2_{so} \cup FP^2_{os}$. The paths of an assertion (sample) are encoded into a feature vector, denoted as $f^p$, in the following way. We collect and order all the unique paths from the training assertions as a candidate set, set the dimension of the feature vector to the number of these paths, and let one path correspond to one slot of the feature vector. When an assertion’s $FP$ is encoded into $f^p$, a slot of the vector is set to 1 if the slot’s corresponding path is in $FP$ and 0 otherwise.

The node feature includes two binary variables: $f^n = [v_s, v_o]$, where $v_s$ denotes the likelihood of the subject while $v_o$ denotes the likelihood of the object. Namely, $v_s = 1$ if there exists some entity $o'$ such that $(s, p, o') \in T$ and $v_o = 0$ otherwise. $v_s = 1$ if there exists some entity $s'$ such that $(s', p, o) \in T$ and $v_s = 0$ otherwise. The name similarity feature, denoted as $f^n$ is the string similarity score (i.e., normalized Edit Distance) of the names of two entity. As in related entity estimation, entity labels of different languages as well as name alike attributes are considered as the name, and the highest score among all the phrase pairs of two entities is adopted.

Finally we calculate $f^n, f^p$ and $f^t$, and concatenate them for each sample in $T_{pos} \cup T_{neg}$, and train an assertion prediction model with a basic supervised classifier named Multiple Layer Perceptron (MLP). Note we can also use $f^p, f^n$ and $f^t$ independently or with an arbitrary combination for training. The trained model is denoted by $M$ with the corresponding subscripts. For example, when $f^p, f^n$ and $f^t$ are all used, the model is denoted as $M_{pos}$.
We also adopt the path-based latent feature learned by the state-of-the-art algorithm RDF2Vec [52], as a baseline. RDF2Vec first extracts potential outstretched paths of an entity by e.g., graph walks, and then learns the embeddings of the entities through the neural language model Word2Vec. In training, we encode the subject and object of an assertion by their RDF2Vec embeddings, encode its property by a one-hot vector (each slot of the vector corresponds to one property; the slot of a specified property is set to 1 while the remaining are set to 0), concatenate the three vectors, and use the same classifier MLP. The trained model is denoted as $M_{r2v}$.

4.3.4. Semantic Embeddings

A number of semantic embedding algorithms have been proposed to learn the vector representation of KB properties and entities. One common way is to define a scoring function to model the truth of an assertion, and use an overall loss for learning the semantics of a KB. We adopt and evaluate five state-of-the-art algorithms — TransE [3], TransH [63] and TransR [32], DistMult [68] and ComplEx [58]. The former three are translation-based models, while the latter two are latent factor models. For high efficiency in dealing with very large KBs, we learn the embeddings from the relevant sub-graph as described in Section 4.3.1.

TransE tries to learn a vector representation space such that $o$ is a nearest neighbor of $s+p$ if an assertion $(s,p,o)$ holds, and $o$ is far away from $s+p$ otherwise. $+$ denotes the vector add operation. To this end, the score function of $t = (s,p,o)$, denoted as $g(t)$, is defined as $d(e_s + e_p, e_o)$, where $d$ is a dissimilarity (distance) measure such as $L_2$ norm, while $e_s$, $e_p$ and $e_o$ are embeddings of $s$, $p$ and $o$ respectively. The embeddings have the same dimension, which can be configured, and are initialized by a one-hot encoding. In learning, a gradient descent optimization algorithm is used to minimize the following margin-based ranking loss:

$$L = \sum_{t \in T_{2 \rightarrow 1}} [\gamma + g(t) - g(\tilde{t})]_+$$  \hspace{1cm} (1)

where $\gamma > 0$ is a hyper parameter, $[\cdot]_+$ denotes extracting the positive part, and $\tilde{t}$ represents a negative assertion of $t$, generated by randomly replacing the subject or object with an entity in $E$. TransH and TransR are extensions of TransE. TransH first projects the subject vector and the object vector to the space of the relation vector, and then calculate the score of a triple. Namely, $g(t) = d(e_s' + e_p, e_o')$, where $e_s' = e_s - w_p^se_o$ and $e_o' = e_o - w_p^se_s$ denote the projections, $w_p$ denotes the vector of projection weights to learn. TransR transforms the subject vector and the object vector into the space of the relation vector by multiplying them with a matrix. Namely, $g(t) = d(e_s' + e_p, e_o')$, where $e_s' = M_p e_s$ and $e_o' = M_p e_o$, $M_p$ denotes the project matrix to learn.

DistMult is a special form of the bilinear model which represents a property (relation) by a matrix. DistMult assumes that the non-diagonal entries in the relation matrices are zero. The score function of an assertion is defined as $g(t) = e_s^T diag(e_p) e_o$, where $diag(\cdot)$ denotes the matrix’s diagonal elements (a vector). As TransE, the entity embeddings and property embeddings are initialized by one-hot encoding, with a configurable dimension. A similar margin-based ranking loss as Equation (1) is used for training with a gradient descent optimization algorithm. ComplEx extends DistMult by introducing complex-valued embeddings so as to better model asymmetric relations. Its score function of an assertion is defined as $g(t) = Re(e_s^T diag(e_p) e_o)$, where $e_s$ denotes the complex conjugate of $e_s$, and $Re(\cdot)$ means taking the real part of a complex value.

In prediction, the score of an assertion $g(t)$ can be calculated with the corresponding scoring function and the embeddings of its subject, property and object. The lower the score, the more likely the assertion. To make it consistent with the predicted score by MLP and observed features, which is in $[0, 1]$ and proportional to the assertion likelihood, we calculate the assertion likelihood score as

$$y_{score} = \frac{1}{1 + \exp(-\frac{1}{g(t)})}.$$  \hspace{1cm} (2)

where $\exp$ denotes the exponential function. We denote the assertion prediction model by TransE, TransH, TransR, DistMult and ComplEx as $M_{re}$, $M_{sh}$, $M_{tr}$, $M_{dm}$ and $M_{ce}$, respectively.

4.4. Constraint-based Validation

We first mine two kinds of soft constraints — property cardinality and hierarchical property range from the KB, and then use a consistency checking algorithm to validate those candidate assertions. Note that the constraint-based validation uses ad-hoc representations toward the soft property range and cardinality, and adopts an ad-hoc consistency checking algorithm.
instead of standard reasoning. It is independent of constraint languages, and thus, it can be applied in combination with state-of-the-art languages such as SHACL and SHEX.

4.4.1. Property Cardinality

Given a property \( p \), its soft cardinality is represented by a probability distribution \( D^p_{\text{car}}(k) \in [0, 1] \), where \( k \geq 1 \) is an integer that denotes the cardinality. It is calculated as follows: (i) get all the property assertions whose property is \( p \), denoted as \( T(p) \), and all the involved subjects, denoted as \( S(p) \), (ii) count the number of the object entities associated with each subject \( s \in S(p) \) and \( p: \text{\textit{ON}}(s, p) = \{ (o, s, p, o) \in T(p) \} \), (iii) find out the maximum object number: \( \text{\textit{ON}}_{\text{max}} = \max \{ \text{\textit{ON}}(s, p) | s \in S(p) \} \), and (iv) calculate the property cardinality distribution as:

\[
D^p_{\text{car}}(k) = \frac{| \{ s \in S(p) | \text{\textit{ON}}(s, p) = k \} |}{|S(p)|} \quad (3)
\]

where \(| | \) denotes the size of a set. Specially \( \text{\textit{ON}}_{\text{max}} = 0 \) if \( T(p) \) is empty. \( D^p_{\text{car}}(k > n) \) is short form of \( \sum_{i=n+1}^{\text{\textit{ON}}_{\text{max}}} D^p_{\text{car}}(k = i) \), denoting the probability that the cardinality is larger than \( n \). In implementation, \( T(p) \) can be accessed by one time SPARQL query, while the remaining computation has linear time complexity w.r.t. \(|T(p)|\).

The probability of cardinality \( k \) is equal to the ratio of the subjects that are associated with \( k \) different entity objects. For example, considering a property hasParent that is associated with 10 different subjects (persons) in the KB, if one of them has one object (parent) and the remaining have two objects (parents), then the cardinality distribution is: \( D_{\text{car}}(k = 1) = 1/10 \) and \( D_{\text{car}}(k = 2) = 9/10 \). Note that although such constraints follow Closed Word Assumption and Unique Name Assumption, they are suitable for our method.

On the one hand, probabilities are estimated to represent the supporting degree of a constraint by the ABox. On the other hand, they are used in an approximate model to validate candidate assertions instead of as new and totally true knowledge for KB TBox extension.

4.4.2. Hierarchical Property Range

Given a property \( p \), its range constraint consists of (i) specific range which includes the most specific classes of its associated objects, denoted as \( C^p_{\text{sp}} \), and (ii) general range which includes ancestors of these most specific classes, denoted as \( C^p_{\text{ge}} \), with top classes such as owl:Thing being excluded. A most specific class of an entity refers to one of the most fine grained classes. The most specific classes of an entity refers to the most fine grained classes that the entity is an instance of according to the class assertions and class hierarchy in the KB. Namely, given an entity \( e \), a class \( c \) is one specific class of \( e \) if \( \langle e, \text{\textit{rdf:type}}, c \rangle \) and there exists no class \( c' \) that satisfies \( c' \neq c, \langle e, \text{\textit{rdf:type}}, c' \rangle \) and \( \langle c', \text{\textit{rdfs:subClassOf}}, e \rangle \). Note that there could be multiple such classes as the entity could be asserted to be an instance of multiple classes belonging to independent branches of the hierarchy. General classes of an entity are those that subsume one or more of the specific classes in the KB via \( \text{\textit{rdfs:subClassOf}} \) assertions.

Each range class \( c \) in \( C^p_{\text{sp}} \) (\( C^p_{\text{ge}} \) resp.) has a probability in \([0, 1]\) that represents its supporting degree by the KB, denoted as \( D^p_{\text{sp}}(c) \) (\( D^p_{\text{ge}}(c) \) resp.). \( C^p_{\text{sp}}, C^p_{\text{ge}} \) and the supporting degrees are calculated by the following steps: (i) get all the object entities that are associated with \( p \), denoted as \( \text{\textit{OE}}(p) \); (ii) infer the specific and general classes of each entity \( oe \) in \( \text{\textit{OE}}(p) \), denoted as \( C_{\text{sp}}(p, oe) \) and \( C_{\text{ge}}(p, oe) \) respectively, and at the same time collect \( C^p_{\text{sp}} \) as \( \bigcup_{oe \in \text{\textit{OE}}(p)} C_{\text{sp}}(p, oe) \) and \( C^p_{\text{ge}} \) as \( \bigcup_{oe \in \text{\textit{OE}}(p)} C_{\text{ge}}(p, oe) \); (iii) compute the supporting degrees:

\[
\begin{align*}
D^p_{\text{sp}}(c) &= \frac{| \{ \text{\textit{oe}} \in \text{\textit{OE}}(p) | c \in C_{\text{sp}}(p, \text{\textit{oe}}) \} |}{|\text{\textit{OE}}(p)|}, \quad c \in C^p_{\text{sp}} \\
D^p_{\text{ge}}(c) &= \frac{| \{ \text{\textit{oe}} \in \text{\textit{OE}}(p) | c \in C_{\text{ge}}(p, \text{\textit{oe}}) \} |}{|\text{\textit{OE}}(p)|}, \quad c \in C^p_{\text{ge}}.
\end{align*}
\]

The degree of each range class is the ratio of the objects that are instances of the class, as either directly declared in the ABox or inferred by \( \text{\textit{rdfs:subClassOf}} \). The implementation needs one time SPARQL query to get \( \text{\textit{OE}}(p) \), and \( |\text{\textit{OE}}(p)| \) times SPARQL queries to get the specific and ancestor classes. The remaining computation has linear time complexity w.r.t. \(|\text{\textit{OE}}(p)|\). As property cardinality, the range is also used for approximating the likelihood of candidate assertions, with a consistency checking algorithm introduced below.

4.4.3. Consistency Checking

As shown in Algorithm 2, constraint checking acts as a model to estimate the consistency of an assertion against soft constraints of hierarchical property range and cardinality. Given a candidate assertion \( t = \langle s, p, e \rangle \), the algorithm first checks the property cardinality, with a parameter named maximum cardinality
exceeding rate $\sigma \in (0, 1]$. Line 5 counts the number of entity objects that are associated with $s$ and $p$ in the KB, assuming that the correction is made (i.e., $t$ has been added into the KB). This can be implemented by one SPARQL query. Note that $1 \leq n \leq ON_{\text{max}}^p + 1$.

Line 6 calculates its exceeding rate $r$ w.r.t. $ON_{\text{max}}^p$, where $r \in (-\infty, 1]$. In Line 8, $ON_{\text{max}}^p = 0$ indicates that $p$ is highly likely to be used as a data property in the KB. This is common in correcting literal assertions: one example is the property `hasName` whose objects are phrases of entity mentions but should not be replaced by entities. In this case, it is more reasonable to report that the object substitute does not exist, and thus the algorithm sets the cardinality score $y_{\text{car}}$ to 0.

Another condition of setting $y_{\text{car}}$ to 0 is $r \geq \sigma$. Specifically, when $\sigma$ is set to 1.0, $r \geq \sigma$ (i.e., $ON_{\text{max}}^p = 1$, $n = 2$) means that $p$ is a object property with functional constraint in the KB but the correction violates this constraint. Note that $n$ can exceed $ON_{\text{max}}^p$ by a small degree which happens when $ON_{\text{max}}^p$ is large. For example, when $\sigma$ is set to 0.5, $r = 0.25$ (i.e., $ON_{\text{max}}^p = 4$ and $n = 5$) is allowed. Line 11 to 16 calculate the property cardinality score $y_{\text{car}}$ as the probability of being a functional property ($n = 1$), or as the probability of being a non-functional property ($n > 1$). Specially, we punish the score when $n > ON_{\text{max}}^p$ (i.e., $r > 0$) by multiplying it with a degrading factor $1 - r$: the higher exceeding rate, the more it degrades.

Line 17 to 21 calculate the property range score $y_{\text{ran}}$, by combining the specific range score $y_{\text{ran,c}}$ and the general range score $y_{\text{ran,g}}$ with their importance weights $\omega_c$ and $\omega_g$. Usually we make the specific range more important by setting $\omega_c$ and $\omega_g$ to e.g., 0.8 and 0.2 respectively. Line 17 gets the classes of the object, which can be implemented by a simple SPARQL query. Line 19 computes $y_{\text{ran,c}}$ and $y_{\text{ran,g}}$: the score is higher if more classes of the objects are among the range classes, and these classes have higher range degrees. For example, considering the property `bornIn` with the following range cardinality: $C_{\text{sp}} = \{\text{City, Town, Place}\}$, $C_{\text{ge}} = \{\text{Place}\}$, $D_{\text{sp}}(\text{City}) = 0.5$, $D_{\text{sp}}(\text{Town}) = 0.4$, $D_{\text{sp}}(\text{Place}) = 0.05$ and $D_{\text{ge}}(\text{Place}) = 0.95$, we will have (i) $y_{\text{ran,c}} = 1 - (1 - 0.5)(1 - 0.05) = 0.525$ and $y_{\text{ran,g}} = 0.95$ if $C(e) = \{\text{City, Place}\}$, (ii) $y_{\text{ran,c}} = 0.05$ and $y_{\text{ran,g}} = 0.95$ if $C(e) = \{\text{Place}\}$, and (iii) $y_{\text{ran,c}} = 0$ and $y_{\text{ran,g}} = 0$ if $C(e) = \{\text{Professor, Person}\}$.

The algorithm finally returns the property cardinality score $y_{\text{car}}$ and the property range score $y_{\text{ran}}$. The former model is denoted as $M_{\text{car}}$, while the latter is denoted as $M_{\text{ran}}$. According to some empirical analysis, we can multiply or average the two scores, as the final model of consistency checking, denoted as $M_{\text{car+ran}}$.

---

Algorithm 2: Consistency Checking ($M_{\text{car}}$, $M_{\text{car}}$)

**Input:** (i) A candidate assertion: $t = (s, p, e)$, (ii) property cardinality constraint: $(D_{\text{car}}, ON_{\text{max}}^p)$, (iii) the maximum cardinality exceeding rate: $\sigma \in (0, 1]$, (iv) hierarchical property range constraint: $(D_{\text{sp}}, D_{\text{ge}}, C_{\text{sp}}, C_{\text{ge}})$, (v) weights of the specific range and general range: $(\omega_c, \omega_g)$

**Result:** $y_{\text{car}}$: score that $t$ is consistent with the property cardinality; $y_{\text{ran}}$: score that $t$ is consistent with the property range.

Algorithm 2:

1. **begin**
2. \% count the number of object entities
3. $n = |\{o|K| \in \{s, p, o\}, o \text{ is entity} \cup \{e\}|$;
4. $r = \frac{|n| - ON_{\text{max}}^p}{ON_{\text{max}}^p}$; \% calculate the exceeding rate
5. \% no object entities are associated with $p$ in the KB, or the cardinality exceeds the maximum by a specific rate
6. if $ON_{\text{max}}^p = 0$ \% $r \geq \sigma$ then
7. \% probability as a functional property
8. $y_{\text{car}} = D_{\text{car}}(k = 1)$;
9. \% probability as a none-functional property
10. $y_{\text{car}} = \begin{cases} D_{\text{car}}(k > 1), & \text{if } r \leq 0 \\ (1 - r) \cdot D_{\text{car}}(k > 1), & \text{else} \end{cases}$
11. C(e) = \{c|K| \in \{e, rdf:type, c\} \}; \% get the object’s classes
12. \% calculate the constraint score of specific and general ranges
13. $y_{\text{ran,c}} = 1 - \prod_{c \in C_{\text{sp}}} e(c)(1 - D_{\text{sp}}(c))$,
14. $y_{\text{ran,g}} = 1 - \prod_{c \in C_{\text{ge}}} e(c)(1 - D_{\text{ge}}(c))$;
15. \% calculate the overall range constraint score
16. $y_{\text{ran}} = \omega_c \cdot y_{\text{ran,c}} + \omega_g \cdot y_{\text{ran,g}}$;
17. **return** $y_{\text{car}}, y_{\text{ran}}$
4.5. Correction Decision Making

Given a target assertion $t$ in $E$, and its top-$k$ related entities $RE_i$, for each entity $e_i$ in $RE_i$, the correction framework (i) calculates the assertion likelihood score $y'_i$ with an assertion prediction model ($M_{pm}$, $M_{ts}$, $M_{db}$, $M_{cr}$, $M_{dm}$ or $M_{ce}$), and the consistency score $y''_i$ with $M_{car}$, $M_{ran}$ or $M_{car+ran}$; (ii) separately normalizes $y'_i$ and $y''_i$ into $[0, 1]$ according to all the predictions by the corresponding model for $E$; (iii) ensembles the two scores by simple averaging: $y_i = \frac{(y'_i + y''_i)}{2}$; (iv) filters out $e_i$ from $RE_i$ if $y_i < \tau$. Note $e_i$ is always kept if $t$ is a literal assertion and its literal is exactly equal to the label of $e_i$. The related entities after filtering keep their original order in $RE_i$, and are denoted as $RE'_i$. $\tau$ is a parameter in $[0, 1]$ that needs to be adjusted with a developing data set. In the end, the decision procedure decides that there is no entity in the KB that can replace the object of $t$, if $RE'_i$ is empty, or returns the top-1 entity in $RE'_i$ as the object substitute if $RE'_i$ is NOT empty. The ensemble of the assertion prediction score and constraint-based validation score is not a must. Either of them can make a positive impact independently, while their ensemble can make the performance higher in most cases, as evaluated in Section 5.4.

5. Evaluation

5.1. Experiment Settings

In this subsection, we first present the experimental data such as the target assertions and their corresponding KBs, and then introduce the experiment settings such as the aspects to evaluate, the metrics and the hyper parameters.

5.1.1. Data

In our experiment, we correct (i) literal assertions in DBpedia [2], (ii) entity assertion in an enterprise medical KB whose TBox is defined by clinic experts and ABox is extracted from medical articles (text) by some open information extraction tools (cf. more details in [43]), and (iii) mapping assertions in a music KB that is constructed by aligning artist and artist group entities in Wikidata and two KBs transformed from Musicbrainz and Discogs databases (cf. Figure 1). The data are representative of three common situations: errors of DBpedia are mostly inherited from the source; errors of the medical KB are mostly introduced by the extraction procedure; while errors of the music KB are caused by KB alignment. DBpedia is accessed via a keyword search API of its official Lookup service with default index fields, SPARQL Endpoint\(^3\) and entity label dump (for related entity estimation with Word2Vec). The medical KB, developed by Tencent Technology for its services such as clinical AI and online medical question answering, contains knowledge about disease, medicine, treatment, symptoms, foods and so on, with around 800 thousand entities, 7 properties, 48 classes, 4 million property assertions. The music KB, provided by Oxford Semantic Technology, includes around 89.9 thousand, 1.5 million and 6.4 million entities of artist and artist group from Wikidata, Musicbrainz and Discogs, respectively; while its equivalence properties $wd:musicbrainzArtist$, $wd:discogsArtist$, $musicbrainz:wikidataArtist$ and $musicbrainz:discogsArtist$ have around 50.9 thousand, 45.3 thousand, 178.3 thousand and 590.1 thousand assertions associated, respectively. For lexical matching, entities of the medical KB and the music KB are directly read from their original RDF triple files, while to support SPARQL and reasoning, we use RDFox.

Regarding DBpedia, we reuse the real world literal assertions proposed by [5, 19]. As our task is not typing the literal, but replacing it by an entity, literals containing multiple parallelly listed entity mentions (e.g., “Bishop, philosopher, theologian, Doctor of the Church” following the property $dbp:saintTitle$) are removed. Meanwhile, we added literal assertions to the original dataset by extracting more literals from DBpedia for those properties that have too few target assertions in the original dataset. Note that, in the original DBpedia, properties that are associated with entity mention literals are often associated with multiple such literals. We annotate each assertion with a ground truth (GT), which is either a correct replacement entity from DBpedia (i.e., $Entity\ GT$) or none (i.e., $Empty \ GT$). Ground truths are carefully checked using DBpedia, Wikipedia, and multiple external resources. Regarding the medical KB and the music KB, we use a set of assertions with erroneous entity objects that have been discovered and collected during deployment of the KB in enterprise products in Tencent Technology and Oxford Semantic Technology, respectively. For the music KB, we select two equivalence properties: $wd:musicbrainzArtist$ which aligns a Wikidata entity to a Musicbrainz entity, and $wd:discogsArtist$ which

\(^{3}\)http://dbpedia.org/sparql
aligns a Wikidata entity to a Discogs entity. The GT annotations of the medical KB erroneous assertions have been added with the help of clinical experts, while those of the music KB erroneous mapping assertions have been added by checking the links between the web pages of artists and artist groups (e.g., the link to a Wikidata entity on the MusicBrainz page of an artist), and detailed information e.g., an artist’s biography and album. For convenience, we call the above three target assertion sets DBP-Lit, MED-Ent and MUS-Map respectively. Some statistics are shown in Table 1. Each target assertion set is randomly split into a validation set (10%) for developing the framework (e.g., hyper parameter adjustment) and a testing set (90%) for measuring the performance. Note that no training set is needed since the framework needs no annotated assertions (the samples for training the assertion prediction model are extracted from the existing assertions of the KB itself).

5.1.2. Settings

In the evaluation, we first analyze related entity estimation (Section 5.2) and assertion prediction (Section 5.3) independently. For related entity estimation, we report the recall of Entity GTs of different methods with varying top-k values and a testing set (90%) for the framework. A higher recall with a lower k value means a better approach. For assertion prediction, we compare the performance of different semantic embeddings and observed features, and at the same time analyze the impact of extracting the sub-KB on both accuracy and efficiency, using those target assertions whose Entity GTs are recalled in related entity estimation. The related entities of a target assertion are first ranked according to the predicted score, and then standard metrics including Hits@1, Hits@5 and MRR (Mean Reciprocal Rank) are calculated. Hits@1 (Hits@5 resp.) is the recall of the GT by the top 1 (5 resp.) entities of the rank, while MRR indicates the position of the GT in the rank. Values of all these metrics are among [0, 1]; a higher value indicates a higher performance.

Next we evaluate the overall results of the assertion correction framework (Section 5.4), where several baselines (the original DBpedia lookup, DBpedia lookup with sub-phrases, matching with Edit Distance and word2vec) are compared with, and the impact of assertion prediction and constraint-based validation is analyzed. Three metrics are adopted: (i) Correction Rate which is the ratio of the target assertions that are corrected with right substitutes, among all the target assertions with Entity GTs; (ii) Empty Rate which is the ratio of the target assertions that are corrected with none, among all the target assertions with Empty GTs; (iii) Accuracy which is the ratio of the truly corrected target assertions by either substitutes or none, among all the target assertions. Note that we take target assertions both with and without substitutes into consideration by Correction Rate and Empty Rate, respectively; and accuracy is an overall metric considering both correction rate and empty rate. Either high (low resp.) correction rate or empty rate can lead to high (low resp.) accuracy. With the overall results, we finally analyze the constraint-based validation with more details. Due to the very simple range and cardinality of the two target mapping properties, filtering by constraint-based validation is not applied in MUS-Map.

The reported results are based on the following setting (unless otherwise specified). In related entity estimation, Word2Vec [37] trained using the Wikipedia article dump in June 2018 is used for word embedding. In assertion prediction, the hidden layer size of MLP is set to 150; the embedding size of both entities and properties is set to 100; TransE, TransH and TransR are trained by the SGD optimizer, while DistMult and ComplEx are trained by the Adagrad optimizer; other hyper parameters such as the number of epochs and the margin hyper parameter γ are set such that the highest MRR are achieved on the validation set of assertions. Regarding the baseline RDF2Vec, pre-trained versions of DBpedia entities with different settings by Mannheim University are tested, and the results with the best MRR are reported. In constraint-based validation, σ, ωc and ωp are set to 1.0, 0.8 and 0.2 respectively, according to the algorithm insight. Some other reasonable settings explored can also achieve similar results. The embeddings are trained by GeForce GTX 1080 Ti with the implementation of OpenKE [20], while the remaining is computed by Intel(R) Xeon(R) CPU E5-2670 @2.60GHz and 32G RAM.

5.2. Related Entity Estimation

We compare different methods and settings used in related entity estimation. Figure 3 shows the ob-

8The DBP-Lit dataset and its experiment codes: https://github.com/ChenJiaoyan/KG_Curation
9https://en.wikipedia.org/wiki/Mean_reciprocal_rank
10https://bit.ly/2M4TQOg
tained recall w.r.t. Entity GTs by top-k related entities. Lookup$^*$ denotes our lookup solution with sub-phrases. Edit Distance and Word2Vec are based on the entity labels alone for DBP-Lit and MED-Ent, but adopt both entity labels and name alike attributes (including discogs:name, discogs:name-real and discogs:name-variation of Discogs entities, musicbrainz:artist_name and musicbrainz:artist_sort_name of Musicbrainz entities) for MUS-Map.

First, we find that the lexical matching based methods (Lookup, Lookup$^*$ and Edit Distance) have much higher recall than Word2Vec, on DBP-Lit and MED-Ent. One reason for DBP-Lit may lie in the Lookup service provided by DBpedia, which takes not only the entity label but also the comment (i.e., some very brief textual descriptions) of an entity into consideration. The latter provides more semantics, some of which, such as different names and background description, is very helpful for recalling the right entity. One reason for MED-Ent, according to some empirical analysis, is that the erroneous objects are often caused by lexical confusion, such as misspelling and misusing of an entity with similar tokens. In this case, the right substitute and the wrong object represent totally irrelevant things (e.g., two different medicines, two different treatments, or even one medicine and one treatment), and they may have low Word2Vec similarity but high Edit Distance similarity. After manual checking, we find around 20 such target assertions among all the 225 target assertions that have Entity GTs. For MUS-Map, many words of the artist name are either out of the vocabulary of the Word2Vec or have no specific meaning, which impacts the performance of Word2Vec.

Second, our lookup solution with sub-phrases, i.e., Lookup$^*$, as expected, outperforms the original Lookup. For example, when both curves are stable, their recalls are around 0.88 and 0.81, respectively.

The target of related entity estimation in our framework is to have a high recall with a k value that is not too large (so as to avoid additional noise and limit the size of the sub-graph for efficiency). In real application, the method and k value can be set by analyzing the recall curve of related entities. According to the recall curves which increase dramatically at the beginning and then keep stable, our framework uses Lookup$^*$ with $k = 30$ for DBP-Lit, Edit Distance with $k = 76$ for MED-Ent, and Edit Distance with $k = 40$ for MUS-Map.

5.3. Assertion Prediction

5.3.1. Impact of Models

The results of different assertion prediction methods are shown in Table 2, where the sub-graph is used for training. The baseline Random means randomly ranking the related entities, while AttBiRNN refers to the prediction model proposed in [5] for typing literal objects in triples. The AttBiRNN model adopts a widely used sequence feature learning and classification architecture which is stacked by bidirectional Recurrent Neural Networks (RNNs) with Gated Recurrent Units, an attentive layer, a fully connected layer and a Logistic Regression classifier. The RNN hidden size is set to 200 and the attention layer size is set to 50. We use the word sequence concatenated by the labels of the subject, property and object of a triple as the input of AttBiRNN, where the sequence size is set to the maximum size of all training triples via zero padding, and Word2Vec is used to encode the words. First of all, the results verify that either latent semantic embeddings or observed features with Multiple Layer Perceptron are effective for all the three benchmarks: MRR, Hits@1 and Hits@5 are all dramatically improved in comparison with Random. AttBiRNN performs poorly on both DBP-Lit and MED-Ent but well on MUS-Map (better than the semantic embeddings). The is because entity names are often effective in judging the entity alignment; while AttBiRNN is good at predicting the semantic equality of the two sub-sequences.

We also find that concatenating the node feature and path feature (Node+Path) achieves higher performance than the node feature and the path feature alone, as well as the baseline RDF2Vec which is based on graph walks. For DBP-Lit, it outperforms RDF2Vec by 39.9%, 41.1% and 45.5% for MRR, Hits@1 and Hits@5, respectively. Meanwhile, Node+Path per-

<table>
<thead>
<tr>
<th></th>
<th>Target Assertions #</th>
<th>Target Assertions with Entity GT #</th>
<th>Properties #</th>
<th>Subjects #</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBP-Lit</td>
<td>725</td>
<td>499</td>
<td>127</td>
<td>668</td>
</tr>
<tr>
<td>MED-Ent</td>
<td>272</td>
<td>225</td>
<td>7</td>
<td>200</td>
</tr>
<tr>
<td>MUS-Map</td>
<td>200</td>
<td>195</td>
<td>2</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 1

Statistics of DBP-Lit, MED-Ent and MUS-Map.
forms better than TransE and DistMult for DBP-Lit, while for MED-Ent, TransE and DistMult outperforms Node+Path. For example, considering the metric of MRR, Node+Path is 71.3% higher than DistMult for DBP-Lit, but DistMult is 108.8% higher than Node+Path for MED-Ent. One potential reason is the difference in the number of properties and sparsity of the two sub-graphs. DBP-Lit has 127 properties in its target assertions and 1958 properties in its sub-graph; while MED-Ent has 7 properties in its target assertions and 19 properties in its sub-graph. The small number of properties for MED-Ent leads to quite poor path feature, which is verified by its independent performance (e.g., the MRR is only 0.09). In the sub-graph of DBP-Lit, the average number of connected entities per property (i.e., density) is 150.7, while in the sub-graph of MED-Ent, it is 2739.0. Moreover, a larger ratio of properties to entities also leads to richer path features. According to these results, we use Node+Path for DBP-Lit and DistMult for MED-Ent in our correction framework.

Regarding MUS-Map, the above observations of MED-Ent in comparing observed features and embedding models also hold: TransR and TransH outperform Path and Node+Path. As MED-Ent, MUS-Map also has a small number of object properties, and a higher average number of connected entities per property. A simple graph structure and a large number of connected entities per property make it easier to automatically learn the representations. What differs from MED-Ent is that Path alone is also quite effective, as the mapping properties of Music KG are symmetric and transitive, and they sometimes lead to a special path that can directly indicate the equality of two entities. For example, \( \langle a_1, wd:musicbrainzArtist, a_2 \rangle \) is true if there is a path composed of two triples \( \langle a_1, wd:discogsArtist, a' \rangle \) and \( \langle a_2, musicbrainz:discogsArtist, a' \rangle \). A new observation from MUS-Map is that Node+Path+Str achieves the best performance. This is due to the additional predictive information from the entity names whose individual contribution has been verified by AttBiRNN. Note we do not measure Node+Path+Str for DBP-Lit and MED-Ent as the name similarity of the subject and object is meaningless for judging the likelihood of a non-mapping assertion.

5.3.2. Impact of The Sub-graph

We further analyze the impact of using the sub-graph for training the assertion prediction model. Table 3 shows the results of some of the models that are trained with the whole KB, as well as the comparison against the results when they are trained with the sub-KB. On the one hand, in comparison with Node+Path trained purely with the sub-graph, Node+Path with features from the whole KB actually performs worse. As all the directly connected properties and entities of each subject entity, related entity and target property have already been included in the sub-graph, using the sub-graph makes no difference for node features and path features of depth one. Thus the above result is mainly due to the fact that path features of depth two actually makes limited contribution in this assertion prediction context. This is reasonable as they are weak, duplicated or even noisy in comparison with node features and path features of depth one. One the other hand, learning the semantic embeddings with the sub-graph has positive impact on TransE and negative impact on DistMult for MED-Ent. However the impact in both cases is quite limited. The results on MUS-Map also give similar observations which indicate that the sub-graph extracted can include the effective context for predicting the likelihood of candidate assertions.

The sub-graph keeps the accuracy, but significantly reduces the scale, as shown in Table 4. For example,
the sub-graph of MED-Ent has only 36.9% (11.2% resp.) of the entities (assertions resp.) of the whole medical KB, and as a result it reduces the training time of DistMult embeddings from 46.7 minutes to 19.0 minutes. The reduction on the scale and embedding training for DBP-Lit and MUS-Map is even more significant. Note that the time of MLP training with the observed features is very little and mostly depends on the sample size, and thus does not differ from the whole KB to the sub-graph (we sample a fixed number of triples for training). The time of using observed features mostly lies in the extraction of node and path features, but it is can be very efficiently implemented by SPARQL queries even on the whole KB, thanks to efficient and scalable RDF reasoning engines such as RDFox [41] used in our evaluation.

5.4 Overall Results

Figure 4 presents the correction rate, empty rate and accuracy of our assertion correction framework with a ranging filtering threshold $\tau$. Note that lexical matching without any filtering is close to the existing method discussed in related work [30]. On the one hand, we find that filtering with either assertion prediction (AP) or constraint-based validation (CV) can improve the correction rate. This is because those candidate substitutes that are lexically similar to the erroneous object but lead to unlikely assertions are filtered out, while those that are not so similar but lead to true assertions are ranked higher. As the empty rate is also definitely increased after filtering (e.g., improved from 0.252 to 0.867 by Lookup$^*$ + AP + CV for DBP-Lit), the accuracy of all three data sets is improved in the whole range of $\tau$. On the other hand, we find that averaging the scores from assertion prediction and constraint-based validation is effective. It leads to both higher correction rate and accuracy than either of them for some values of $\tau$, such as $[0.05, 0.1]$ for DBP-Lit and $[0.85, 0.95]$ for MED-Ent.

Table 5 presents the optimum correction rate and accuracy for several settings. Note that they are achieved using a suitable $\tau$ setting; in real applications this can be determined using a validation data set. With these results, we make the following observations. First, the optimum results are consistent with our above conclusions regarding the positive impact of assertion prediction, constraint-based validation and their ensemble. For example, the optimum accuracy of DBP-Lit is improved by 32.6% using constraint-based validation in comparison with the original related entities by lexical matching. The correction rate of MED-Ent provides another example: REE + AP + CV is 1.5% higher than REE + AP, and 121.4% higher than REE + CV.

Second, lexical matching using either Lookup (for DBP-Lit) or Edit Distance (for MED-Ent and MUS-Map) has a much higher correction rate and accuracy than that using Word2Vec, while our Lookup with sub-phrases (Lookup$^*$) has even higher correction rate than the original Lookup of DBpedia. These overall results verify the recall analysis on related entity estimation in Section 5.2. Meanwhile, we find that the overall re-

<table>
<thead>
<tr>
<th>Methods</th>
<th>DBP-Lit</th>
<th>MED-Ent</th>
<th>MUS-Map</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>Hits@1</td>
<td>Hits@5</td>
</tr>
<tr>
<td>Random</td>
<td>0.200</td>
<td>0.100</td>
<td>0.275</td>
</tr>
<tr>
<td>AttBiRNN</td>
<td>0.251</td>
<td>0.126</td>
<td>0.348</td>
</tr>
<tr>
<td>RDF2Vec</td>
<td>0.419</td>
<td>0.320</td>
<td>0.492</td>
</tr>
<tr>
<td>TransE</td>
<td>0.392</td>
<td>0.266</td>
<td>0.507</td>
</tr>
<tr>
<td>TransH</td>
<td>0.508</td>
<td>0.377</td>
<td>0.639</td>
</tr>
<tr>
<td>TransR</td>
<td>0.510</td>
<td>0.391</td>
<td>0.632</td>
</tr>
<tr>
<td>DistMult</td>
<td>0.424</td>
<td>0.300</td>
<td>0.536</td>
</tr>
<tr>
<td>ComplEx</td>
<td>0.468</td>
<td>0.327</td>
<td>0.632</td>
</tr>
<tr>
<td>Node</td>
<td>0.495</td>
<td>0.379</td>
<td>0.604</td>
</tr>
<tr>
<td>Path</td>
<td>0.473</td>
<td>0.356</td>
<td>0.578</td>
</tr>
<tr>
<td>Node+Path</td>
<td>0.586</td>
<td>0.461</td>
<td>0.716</td>
</tr>
<tr>
<td>Node+Path+Name</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table 2

Results of the assertion prediction model trained by the sub-graph.
sults on observed features ($M_{dp}$ and $M_{np}$) and latent semantic embeddings ($M_{dm}$ and $M_{np}$) are also consistent with the assertion prediction analysis in Section 5.3: $M_{np}$ ($M_{np}$ resp.) has a better filtering effect than $M_{dm}$ and $M_{tr}$, for DBP-Lit (for MUS-Map resp.), but worse filtering effect for MED-Ent.

5.5. Constraint-based Validation

Besides the positive impact on the overall results mentioned above, we get several more detailed observations about constraint-based validation from Table 5. On the one hand, the property range constraint plays a more important role than the property cardinality constraint, while their combination is more robust than either of them, as expected. Considering the assertion set of MED-Ent, filtering by $M_{ran}$, for example, leads to 62.6% higher accuracy than filtering by $M_{car}$, while filtering by $M_{ran+car}$ has 2.9% higher accuracy and equal correction rate in comparison with $M_{ran}$.

On the other hand, we find constraint-based validation performs well for DBP-Lit, with higher accuracy and equal correction rate in comparison with assertion prediction, but performs much worse for MED-Ent. This is mainly due to the gap between the semantics of the two target assertion sets and their corresponding KBs: (i) the mined property ranges of DBP-Lit include 404 hierarchical classes, while those of MED-DB have only 8 classes in total and these classes have no hierarchy; (ii) 23 out of 127 target properties in DBP-Lit have pure functionality (i.e., $D_k^{car} (k = 1) = 1.0$) which plays a key role in the consistency checking algorithm, while none of the target properties of MED-Ent has such pure functionality. The second characteristic is also a potential reason why filtering by constraint-based validation with property cardinality only achieves a very limited improvement over Edit Distance for MED-Ent as shown in Table 5.

We additionally present some examples of the mined soft property constraints in Table 6. Most constraints such as the cardinality 1 : 1.000 of the property dbp:finalteam are consistent with our common sense understanding of the properties, although some noise is evident, such as the range classes Person and Agent of the property dbp:homeTown. Most noise of the mined constraints is likely caused by erroneous property and class membership assertions in DBpedia.

6. Discussion and Outlook

In this paper, we present a study of assertion and alignment correction, an important problem for KB curation, but one that has rarely been studied. We have proposed a general correction framework, which does not rely on any KB meta data or external information, and which exploits both semantic embedding and consistency reasoning to correct erroneous objects, informally annotated literals (entity mentions) as well as wrong entity mappings in KB alignment. To improve the efficiency in dealing with very large KBs, it also includes techniques to extract candidate substitutes and sub-graphs. The framework and the adopted techniques have been evaluated by correcting asser-


<table>
<thead>
<tr>
<th>Methods</th>
<th>DBP-Lit</th>
<th>MED-Ent</th>
<th>MUS-Map</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C-Rate</td>
<td>Acc</td>
<td>C-Rate</td>
</tr>
<tr>
<td>Lookup or Edit Distance</td>
<td>0.597</td>
<td>0.611</td>
<td>0.149</td>
</tr>
<tr>
<td>Lookup*</td>
<td>0.635</td>
<td>0.516</td>
<td>—</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>0.553</td>
<td>0.410</td>
<td>0.089</td>
</tr>
<tr>
<td>REE + AP (M\text{ip} or M\text{ap})</td>
<td>0.677</td>
<td>0.677</td>
<td>0.360</td>
</tr>
<tr>
<td>REE + AP (M\text{p} or M\text{ap})</td>
<td>0.635</td>
<td>0.628</td>
<td>0.600</td>
</tr>
<tr>
<td>REE + CV (M\text{ip})</td>
<td>0.671</td>
<td>0.668</td>
<td>0.271</td>
</tr>
<tr>
<td>REE + CV (M\text{ip})</td>
<td>0.639</td>
<td>0.622</td>
<td>0.164</td>
</tr>
<tr>
<td>REE + CV (M\text{ip} + \text{cv})</td>
<td>0.677</td>
<td>0.684</td>
<td>0.271</td>
</tr>
<tr>
<td>REE + AP + CV</td>
<td>0.701</td>
<td>0.690</td>
<td>0.609</td>
</tr>
</tbody>
</table>

Table 5

The correction rate (C-Rate) and accuracy (Acc). REE denotes Related Entity Estimation: DBP-Lit uses Lookup* while MED-Ent uses Edit Distance. MUS-Map does not adopt constraint-based validation.

<table>
<thead>
<tr>
<th>Property</th>
<th>Cardinality</th>
<th>Specific Range</th>
<th>General Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{dbp: hometown}</td>
<td>1 : 0.415</td>
<td>Location: 0.801, City: 0.280, Country: 0.268, Person: 0.228, ...</td>
<td>PopulatedPlace: 0.821, Place: 0.821, Settlement: 0.209, Agent: 0.250, ...</td>
</tr>
<tr>
<td></td>
<td>2 : 0.422</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 : 0.163</td>
<td></td>
<td></td>
</tr>
<tr>
<td>\text{dbp: finalteam}</td>
<td>1 : 1.000</td>
<td>BaseballTeam: 0.493, SportsTeam: 0.145, SoccerClub: 0.015, ...</td>
<td>Agent: 0.688, Organization: 0.665, SportsTeam: 0.510, ...</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6

Soft constraints of two property examples of DBpedia

... and mappings in three KBs: DBpedia with cross-domain knowledge, a medical KB and a music KB with artists from Wikidata, Musicbrainz and Discogs. We discuss below several more observations of the study and possible directions for the future work.

**Entity relatedness.** Our method follows the principle of correcting the object by a related entity rather than an arbitrary entity that leads to a correct assertion. This dramatically reduces the searching space of the correction and computation spent on assertion prediction. Relatedness can be due to either lexical or semantic similarity. Currently, the recall for DBP-Lit, MED-Ent and MUS-Map is 0.882, 0.797 and 0.785 respectively, which is promising, but still leaves space for further improvement. One extension for higher recall but limited noise and sub-graph size is incorporating more literal attributes and calculating the ensemble of different strategies. Meanwhile, lexical matching using a lexical index such as DBpedia Lookup is much more efficient than lexical matching by edit distance where all KB entities are traversed. In deployment, we can also build similar lexical indexes on the medical KB and the music KB for acceleration.

**KB variation.** Although both constraint-based validation and assertion prediction improve overall performance, their impact varies from DBpedia to the medical KB. The effectiveness of constraint-based validation depends on the richness of the KB schema, such as property functionality, the complexity of property range, etc. The more complex the schema is, the better performance constraint-based validation achieves. The impact of assertion prediction is more complicated: the path and node features perform better on DBpedia which has many more properties, while the semantic embeddings by DistMult and TransE are more suitable for the medical KB which has less properties but higher density. Integrating assertion prediction and constraint-based validation, even with simple score averaging, can improve performance, but further study is needed for a better integration method that is adapted to the given KB. Meanwhile, the techniques involved in our KB correction framework, such as sub-graph extraction for sampling, can also be applied in differ-
Fig. 4. Overall results of the correction framework for DBP-Lite [Above], MED-Ent [Middle] and MUS-Map [Below]. + AP and + CV represent filtering with assertion prediction and constraint-based validation respectively, with the filtering threshold \( r \) ranging from 0 to 1 with a step of 0.05.

**Property constraints.** On the one hand, the evaluation indicates that the mined property constraints are effective for assertion validation and can be independently used in other contexts like online KB editing. On the other hand, unlike the assertion prediction model, the constraints as well as the consistency checking algorithm are interpretable. One benefit is that explicitly defined or external TBox constraints can easily be injected into our framework by overwriting or revising the constraints. For example, the mined specific range Person: 0.228 in Table 6, which is inappropriate for the property `dhp:homeTown`, can be directly removed. For another example, if the cardinality of `hasParent` is defined as 2, which is quite reasonable, its probability distribution can be directly set to \( D_{dp}(k) = 1.0 \) if \( k = 2 \) and 0 otherwise. Beside property cardinality and range, other explicitly defined property constraints by the TBox, such as irreflexivity and symmetry, can also be adopted to validate assertions by checking (in)consistency. However, TBoxes of large scale KBs often do not define many property constraints to avoid over-expression and inconsistency. This is also the reason why our framework mines soft property range and cardinality to estimate the score of an assertion. One potential extension is to mine and utilize more such soft property constraints.

**Ontology alignment and repair.** Traditional ontology alignment systems e.g., LogMap often rely on defined logic constraints to correct (usually eliminate) those mappings that lead to inconsistency. Recently they are also being extended to entity alignment for large KBs [21]. In the future work, we will evaluate our entity alignment correction solution on KBs with a richer schema (e.g., hierarchical classes and multiple properties) by analyzing the impact of constraint mining and comparing the results with the above ontology alignment systems.

**Efficiency and scalability.** The computation of the correction framework mainly lies in the following aspects: (i) related entity estimation which can be efficiently implemented by lexical indexes (e.g., the DBpedia Lookup service), (ii) SPARQL queries and KB reasoning for sub-graph extraction, node and path feature calculation, and property constraint mining, (iii) the training of assertion prediction models, especially the semantic embeddings, and (iv) the searching of the correction, i.e., the likelihood prediction and consistency validation of candidate assertions. SPARQL queries and reasoning can be supported by some efficient and scalable reasoning engines such as RDFox [41] used for our music KB. The computation for the last two aspects is dramatically reduced by using the related entities and the sub-graph, whose size depends on the related entity estimation algorithm used, and the data – the KB and the target assertions. We suggest to correct those related target assertions in one time for higher efficiency and a more complete context in the sub-graph, although the method can work for an arbitrary set of target assertions.
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