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Abstract. Nowadays, Knowledge Graphs are extensively created using very different techniques: tools such as OpenRefine, programming scripts or mapping languages, among them. Focusing on the latter, the wide variety of use cases, data peculiarities, and potential uses has had a substantial impact in how they have been created, extended, and applied. This situation is closely related to the global adoption of these languages and their associated tools. The large number of languages, compliant tools, and usually the lack of information of the combination of both leads users to use other techniques to construct Knowledge Graphs. Often, users choose to create their own ad hoc programming scripts that suit their needs. This choice is normally less reproducible and maintainable, what ultimately affects the quality of the generated RDF data, particularly in long-term scenarios. In this paper, we present the Conceptual Mapping, built as an ontology and designed to represent the expressiveness of existing mapping languages to construct Knowledge Graphs. We devise with this ontology an enhancement to the interoperability of existing mapping languages, which may be achieved in different ways by ensuring the representation of other mappings and by allowing translation among them. This language is built as a result of a thorough analysis of the features and capabilities of current mapping languages, which is presented as a comparative framework.
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1. Introduction

Data on the Web has relentlessly grown in the last decades. Nevertheless, the heterogeneity of the data published on the Web has hindered its consumption and usage [1]. This scenario has fostered data transformation and publication as Knowledge Graphs in both academic and industrial environments [2]. These Knowledge Graphs expose to the Web data expressed in RDF modelled according to an ontology.

In order to countermeasure the heterogeneity of data on the Web, a large number of techniques that translate such data into RDF have been proposed [3, 4], as well as others that assist in tasks related to translation (e.g., facilitating the consumption of heterogeneous data as if they were expressed in RDF [5]). These techniques may follow, namely, two approaches: RDF materialization, that consists of translating data from one or more heterogeneous sources into RDF; or Virtualization, (Ontology Based Data Access) [6] that consists in translating a SPARQL query into one or more equivalent queries which are distributed and executed on the original data source(s) and where its results are transformed back to the SPARQL results format [7]. Both approaches rely on an essential element, a mapping document, which is the key-enabler for performing the required translations.

Mapping languages represent the relationships between the structure or the model of heterogeneous data and an RDF version following an ontology, i.e., the rules on how to translate from non-RDF data into RDF. This data can be originally expressed in a variety of formats, such as tabular, JSON, or XML. Due to the heterogeneous nature of data, the wide corpus of techniques and specific requirements that some scenarios may impose, an increasing number of mapping lan-
guages have been proposed [8–10]. The differences among them are usually based on three aspects: (a) the focus on one or more particular data formats, e.g., the W3C Recommendations R2RML focuses on SQL tabular data [11]; (b) a specific feature they address, e.g. SPARQL-Generate [12] allows the definition of functions in the mapping for cleaning or linking the generated RDF data; or (c) if they are designed for a particular technique or scenario that has special requirements, e.g. the WoT-mappings [13] where designed as an extension of the WoT standard [14] to be used as part of the Thing Descriptions [15].

As a result, the diversity of mapping languages allows the translation of heterogeneous data into RDF in many different scenarios [16–19]. Nevertheless, the existing techniques usually implement just one mapping language, and sometimes not even the whole language specification [4, 20]. Deciding which language and technique should be used in each scenario becomes a costly task, since the choice of one language may not cover all needed requirements [21]. Some scenarios require a combination of mapping languages because of their differential features, which entails using different techniques. In many cases, this diversity leads to ad hoc solutions that reduce reproducibility, maintainability, and reusability [22].

We propose in this paper the Conceptual Mapping, a novel language that gathers the expressiveness of existing mapping languages. We believe that this language, being designed to represent the other languages, can facilitate interoperability among them, representing them and potentially serving as a common interchange language to allow mapping translation [23]. The proposed language is the result of the analysis of the features of state-of-the-art languages. This analysis studies how languages describe the access to data sources, how triples are created and their distinctive features; and is presented as a comparative framework.

The mapping language presented in this article is implemented as an ontology. Following good methodological practices, it has been developed reusing existing standards such as DCAT [24] and WoT Security\(^1\). The full mapping language specification is publicly available under the licence CC BY-NC-SA 4.0. Several examples of usage, and comparisons with other languages, are also available in the ontology portal\(^2\).

The rest of this article is structured as follows. Section 2 provides an overview of relevant works revolving around mapping languages and mapping translation. Section 3 presents a thorough analysis and a comparative framework of the different mapping languages and their features. Section 4 describes in detail the ontology that represents with examples the proposed mapping language. Section 5 discusses the challenges and potential uses of the proposed language. Finally, Section 6 presents the conclusions derived from the work carried out in this article.

2. Related Work

In this section, first the current scene of mapping languages is described, regardless the type of technique that uses them, i.e., RDF materialization or virtualization. Then, previous works comparing mapping languages are surveyed. Finally, since the mapping language presented in this paper will potentially enable a round-trip translation among mappings, existing related works about language translation are reported.

2.1. Mapping languages

The different scenarios where mapping languages are used and their specific requirements have led to the creation of several mapping languages and tailored do-
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\(^1\)https://www.w3.org/2019/wot/security

\(^2\)https://w3id.org/conceptual-mapping
main extensions. This section presents and describes existing mapping languages, summarized in Table 1.

Depending on their syntax, they can be classified into: RDF-based, SPARQL-based, and based on other formats. It is worth to mention that some of these mapping languages have become W3C recommendations, namely, R2RML [11] and CSVW [34].

**RDF-based.** The specification of this type of languages is implemented through the definition of a vocabulary based on RDF, and thus, the mappings are expressed in RDF. The evolution, extensions and influences on one another are depicted in Fig. 1. The most well-known language in this category is R2RML [11], which allows mapping data stored in relational databases to RDF. This language is heavily influenced by the previous languages (R2O [26] and D2RQ [25]). Some serializations (e.g. SML [40], OBDA mappings from Ontop [41]) and several extensions of R2RML were developed in the following years of its release: R2RML-f [30] extends R2RML to include functions to be applied over the data; RML [8] and its serialization YARRRML [42] provide the possibility of covering additional data formats (CSV, XML and JSON); this language also considers the use of functions for data transformation (e.g. lowercase, replace, trim) by using the Function Ontology (FnO)\(^3\) [17]; FunUL [29] proposes an extension to also incorporate functions, but focusing on the CSV format; KR2RML [28] is also an extension for CSV, XML and JSON, with the addition of representing all sources with the Nested Relational Model as an intermediate model and the possibility of cleaning data with Python functions; xR2RML [9, 27] extends R2RML and RML to include noSQL databases and incorporates more features to handle tree-like data; D2RML [31], also based on R2RML and RML, is able to transform data from XML, JSON, CSVs and REST/SPARQL endpoints; and enables functions and conditions to create triples.

In this category, we can also find more languages not related to R2RML. XLWrap [33] is focused on transforming spreadsheets in different formats and CSV files. CSVW [34] enables annotating tabular data on the web with metadata, but also supports the generation of RDF. ShExML [10, 32] uses Shape Expressions (ShEx) [43] to map data sources in RDBs, CSV, JSON, XML and RDF via SPARQL queries. Finally, WoT Mappings [13] are oriented to be used in the context of the Web of Things.

**SPARQL-based.** The specification of this type of languages is usually based on, or is an extension of, the SPARQL query language [44]. XSPARQL [35] merges SPARQL and XQuery to transform XML to RDF. TARQL [36] uses the SPARQL syntax to generate RDF from CSV files. SPARQL-Generate [12] is able to generate RDF and document streams from a wide variety of data formats and access protocols. Most recently, Facade-X has been developed, not as a new language, but as a “facade” to wrap the original resource and to make it queryable as if it was RDF [37]. It does not extend the SPARQL language, instead it overrides the SERVICE operator.

**Others.** This group gathers other mapping languages that are not based on RDF or SPARQL, instead they
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3https://fno.io/rml/
As the number of mapping languages grew and their adoption became wider, comparisons among these languages were inevitably done. This is the case of, for instance, SPARQL-Generate [12], that is compared with RML in terms of query/mapping complexity; and ShExML [10], that is compared with SPARQL-Generate and YARRRML from a usability perspective.

Some studies dig deeper, providing more complex comparison frameworks. Hert et al. [46] provide a comparison framework for mapping languages focused on transforming relational databases to RDF. The framework is composed of 15 features and the languages are evaluated based on the presence of absence of these features. The results lead authors to divide the mappings into four categories (direct mapping, read-only general-purpose mapping, read-write general-purpose mapping, and special-purpose mapping), and ponder on the heavy reliance of most languages on SQL to implement the mapping, and the usefulness of read-write mappings (i.e., mappings able to write data in the database). De Meester et al. [21] show an initial analysis of 5 similar languages (RML+FmO, xR2RML, FunUL, SPARQL-Generate, YARRRML) discussing their characteristics, according to three categories: non-functional, functional and data source support. The study concludes remarking the need of building a more complete and precise comparative framework and asking for a more active involvement from the community to build it. To the best of our knowledge, there is no single comprehensive work in the literature comparing all existing languages.

2.3. Language translation

There are several approaches that carry out translations among a set of languages. In this work we highlight three of them [47]: Peer-to-peer translation (Fig. 2a), that supports ad-hoc translating solutions between pairs of languages; common interchange language (Fig. 2b), where a language serves as an intermediary among several languages; and families of languages (Fig. 2c), that considers sets of languages and translations between the representatives of each set. In this work, we adopt the second approach, i.e., creating a common shared language that holds their expressiveness to act as a common interchange language.

There have been more situations in the semantic web domain when the need of translating languages has emerged. Before the standardization of the Web Ontology Language (OWL) [49, 50], there were several languages, from those based on first-order logic (e.g., KIF, FLogic) to markup languages (e.g. DAML+OIL, RDF(S)), to describe and create ontologies. Ontolingua [51] was created to write ontologies and interoperate between different first-order logic representations. Additional translation systems were developed later on [47, 48, 52].

Regarding mapping languages, there are currently some implementations that translate unidirectionally pairs of mapping languages. ShExML and YARRRML in their respective online editors 4 5 enable translation to RML. Another case is when tools implement RML/R2RML mapping translation into the language they are designed to parse; such is the case of Helio 6 and SPARQL-Generate 7, that translate from RML; and Ontop, that translates R2RML into its proprietary language, OBDA mappings [41]. Such translation makes it possible to extend the outreach of the tool.

Another case is presented in Mapeathor [53], that takes the mapping rules specified in spreadsheets in a language-independent way and transforms them into a mapping in either one of the following languages: R2RML, RML or its serialization YARRRML. Finally, we remark the case where tools provide a set of opti-
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4 http://shexml.herningogarcia.com/editor/
5 https://rml.io/yarrrml/matey/
7 https://github.com/sparql-generate/rml-to-sparql-generate
mizations on the construction of RDF graphs exploiting the translation of mapping rules, such is the case of Morph-CSV [54] and FunMap [55]. Morph-CSV first performs a transformation over the tabular data with RML+FnO mappings and CSVW annotations, and outputs a database and R2RML mappings ready to be transformed by an R2RML-compliant tool. FunMap takes an RML+FnO mapping, performs the transformation functions indicated, outputs the parsed data and generates a function-free RML mapping.

3. Comparison framework

In this section, we present a comparison framework that collects and analyzes the main features included in mapping language specifications. It aims to fill the aforementioned gap that exists in the literature about the comparison of languages. The diversity of the languages that have been analysed is crucial to extract relevant features and requirements. For this reason the framework analyses languages from the three categories identified in Section 2.

The following RDF-based languages are included: R2RML [11], RML [8], KR2RML [28], xR2RML [9], R2RML-F [30], FunUL [29], XLWrap [33], WoT mappings [13], ShExML [10], CSVW [34], and D2RML [31]. Analyzed SPARQL-based languages are: XSPARQL [35], TARQL [36], and SPARQL-Generate [12]. Finally, we selected the following languages based on other formats: Helio Mappings [38] and D-REPR [39]. We decided not to include serializations; nor D2RQ [25] and R2O [26], since these languages were superseded by R2RML, which is included in the comparison. Facade-X [37] was not published and available at the time the presented analysis was carried out, for that reason it is not included.

The framework presented has been built as a result of analysing the common features of the aforementioned mapping languages, and also the specific features that make them unique and suitable for some scenarios. It includes information about data sources, general features for the construction of RDF graphs, and features related to triple creation. In the following subsections, the features of each part of the framework are explained in detail. The language comparison for data sources is provided in Table 2, for triples creation in Table 3, and for general features in Table 4. All of these tables are presented in Appendix A.

Throughout the section, there are examples showing how different languages use the analyzed features. The example is built upon two input sources: an online JSON file, "coordinates.json", with geographical coordinates (Fig. 3b); and a table from a MySQL database, "cities" (Fig. 3c). The reference ontology is depicted in Fig. 3a. It represents information about cities and their location. The expected RDF output of the data transformation is shown in Listing 1. Each mapping represents only the relevant rules that the subsection describes. The entire mapping can be found in the examples section of the ontology documentation⁸.
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⁸https://w3id.org/conceptual-mapping
Listing 1: Expected RDF output for the data sources and the ontology in Fig. 3.

3.1. Data Sources Description

Table 2 shows the ability of each mapping language to describe a data source in terms of retrieval, features, security, data format and protocol.

**Data Retrieval.** Data from data sources may be retrieved in a continuous manner (e.g., Streams), periodically (e.g., Asynchronous sources), or just once, when the mapping is executed (e.g., Synchronous sources). As shown in Table 2, all the mapping languages are able to represent synchronous data sources. Additionally, SPARQL-Generate and Helio are able to represent periodical data sources, and SPARQL-Generate also represents continuous data sources (e.g., it:WebSocket() in SPARQL-Generate). Other languages do not explicitly express that feature in the language, but a compliant engine may implement it.

**Representing Data Sources.** Extracting and retrieving heterogeneous data involves several elements that mapping languages need to consider: Security terms to describe access (e.g., relational databases (RDB), API Key, OAuth2, etc); Retrieval protocol such as local files, HTTP(S), JDBC, etc; Features that describe the data to define particular characteristics of the source data, (e.g., queries, regex, iterator, delimiter, etc); Data formats such as CSV, RDB, and JSON; Encoding and content negotiation (i.e. MIME Type).

Half of the languages do not allow the definition of security terms. Some of the languages are specific for RDB terms (R2RML and extensions, with rr:logicalTable), and only two, Helio and WoT, can define security terms. These two languages are also the only ones that allow the specification of MIME Types, and can also specify the encoding along with TARQL and CSVW (e.g. csvw:encoding attribute of csvw:Dialect in CSVW).

Regarding protocols, all languages consider local files, except for WoT mappings, which is specific for HTTP(s). It is highly usual to consider HTTP(s) and database access (especially with the ODBC and JDBC protocols). Only XSPARQL, TARQL, D-REPR, and XLWrap describe exclusively local files.

The features that each language provides are closely related to the data formats that are covered. Queries are usual for relational databases and NoSQL document stores, and iterators for tree-like formats. Some languages also enable the description of delimiters and separators for tabular formats (e.g., CSVW defines the class Dialect for describing these features; this class is reused by RML), and finally, less common Regular Expressions can be defined to match specific parts of the data in languages such as CSVW, SPARQL-Generate, Helio, D-REPR, and D2RML (e.g. RegexHandler in Helio, format in CSVW).

The most used format is tabular (RDB and CSV). Some languages can also process RDF graphs such as ShExML, RML, SPARQL-Generate, Helio, and D2RML (e.g. QUERY in ShExML, SPARQL service description\(^8\) in RML), and the last three languages can also process plain text.

**Data Sources Example.** This example shows how ShExML and R2RML describe heterogeneous data sources. The sources are a table called "cities" (Fig. 3c) that belongs to a relational database that stores information about cities: name, population, zipcode and year in which the data was updated; and a JSON file "coordinates.json" (Fig. 3b) available online that contains the latitude and longitude of the central point of each city. R2RML is only able to describe the database table (Listing 3); instead ShExML is able to describe both the RDB and the online JSON file (Listing 3).

\(^8\)http://www.w3.org/ns/sparql-service-description#
3.2. Triples Generation

Table 3 represents how different languages describe the generation of triples. We assess whether they generate the Subject, Predicate and Object: in (1) a Constant manner, i.e., non-dependent on the data field to be created; or in (2) a Dynamic manner, i.e., changing its value with each data field iteration. For Objects, the possibility of adding Datatype and Language tags is also considered; this feature assesses whether they can be added, and if they are added in a dynamic (changes with the data) or static (constant) manner. This table also analyses the use and cardinality of transformation functions and the possibility of iterating over different nested level arrays (i.e., in tree-like formats).

The categories Constant and RDF Resource (the latter within Dynamic) show which kind of resources can be generated by the language (i.e. URI, Blank Node, Literal, List and/or Container). The Dynamic category also considers: the Data References (i.e. fields from the data source) that can appear with single of mixed formats; from how many Data Sources (e.g. "1:1" when only data form one file can be used) the term is generated; if Hierarchy Iteration over different nested levels in tree-like formats is allowed; and whether Functions can be used to perform transformations on the data to create the term (e.g. lowercase, toDate, etc).

Subject Generation. Subjects can be either IRIs or Blank Nodes (BN). This is well reflected in the languages, since, with a few exceptions that do not consider Blank Nodes, all languages are able to generate these two types of RDF resources, both constant and dynamically. The WoT mappings can only generate constant subjects, so the dynamic dimensions do not apply to this language. The rest of the languages can generate a subject with one or more data references (e.g. in RML rr:template "http://ex.org/{id}-{name}"). ShExML, xR2RML, SPARQL-Generate, and Helio with different formats. For instance, in xR2RML a CSV field that contains an array can be expressed as: xrr:reference "Column(Movies)/JSONPath(). Part of the languages even allow generating subjects with more than one data source, this is the case of ShExML, XSPARQL, KR2RML, SPARQL-Generate, Helio and xR2RML. About a third of the languages allow hierarchy iterations (ShExML, XSPARQL, KR2RML, SPARQL-Generate, D-REPR, and D2RML), and more than a half use functions with N:1 cardinality. Additionally, some of them even allow functions that can output more than one parameter (i.e., 1:N or N:M), but it is less usual.

Predicate Generation. All languages can generate constant predicates as IRIs. Only three languages do not allow dynamic predicates (WoT mappings, ShExML, and XLWrap). For those which do, they also allow more than one data reference. The languages that allow subject generation using multiple formats, data sources, functions, and hierarchy iterations, provide the same features for predicate generation.

Object Generation. Generally, languages can generate a wider range of resources for objects, since they can be IRIs, blank nodes, literals, lists, or containers. All of them can generate constant and dynamic literals and IRIs. Those languages that allow blank nodes in the subject, also allow them in the object. Additionally, ShExML, KR2RML, SPARQL-Generate, xR2RML and WoT mappings consider lists and the last two languages also consider containers (e.g. rr:termType xrr:RdfBag in xR2RML). Data references, sources, hierarchy iterations, and functions remain the same as in subject generation, with the addition of WoT mappings that allow dynamic objects. Lastly, datatype and

Listing 2: R2RML mapping file describing Fig. 3b and Fig. 3c.

<sourcexml>
  <source
    <source relaxed="false"
      <source
        name="cities_rdb"
        type="jdbc:mysql://${host}:${port}/citydb">
  </source>
  <source
    name="coord_json"
    type="json">
  </source>
  <iterator
    name="it_cities"
    sql="select * from cities">
    <field
      name="o_city"
      type="city">
    </field>
    <field
      name="population"
      type="population">
    </field>
    <field
      name="year"
      type="year">
    </field>
    <field
      name="zipcode"
      type="zipcode">
    </field>
  </iterator>
  <iterator
    name="it_coord"
    jsonpath="$.coordinates[*]">
    <field
      name="l坐标"
      type="latitude">
    </field>
    <field
      name="l经度"
      type="longitude">
    </field>
    <field
      name="c城市"
      type="city">
    </field>
  </iterator>
</source>

Listing 3: ShExML mapping file describing Fig. 3b and Fig. 3c.

<subject
  name="CitiesSource" a="rr:LogicalTable; rr:tableName "cities"">
</subject>

Listing 4: RDF mapping file describing Fig. 3b and Fig. 3c.

<subject
  name="CitiesSource" a="rr:LogicalTable; rr:tableName "cities"">
</subject>

Listing 5: XSPARQL mapping file describing Fig. 3b and Fig. 3c.

<subject
  name="CitiesSource" a="rr:LogicalTable; rr:tableName "cities"">
</subject>
language tags are not allowed in KR2RML and XLOWrap; they are defined as constants in the rest of the languages, and dynamically in ShExML, XSPARQL, TARQL, RML and Helio (e.g. rml:languageMap for dynamic language tags in RML).

**Triples Generation Example.** Assuming the description of the data sources shown in Fig. 3b and Fig. 3c, this example illustrates how xR2RML and RML+FnO describe the rules to generate triples according to the ontology depicted in Fig. 3a. Instances of the classes eg:City and eg:Location have to be created, along with values for the attributes eg:lat, eg:long and eg:zipcode. A function is required to remove the spaces in the field "city" from the database table (Fig. 3c) in order to create the URI of the instances correctly. In addition, the field "zipcodes" has to be separated to retrieve each of its values (see expected output in Listing 1). xR2RML is able to generate correctly the zipcodes (Listing 5), but it lacks the ability of generating correctly the URI without spaces. RML+FnO is able to do the opposite (Listing 4).

### Listing 4: RML+FnO mapping rules (written in YARRRML) to describe the ontology depicted in Fig. 3a.

```
mappings:
  Locations:
    sources:
    - [locations_source]
      s: http://ex.com/loc/(latitude)\{-longitude\}
      po:
        - [rdf:type, eg:Location]
        - [eg:lat, $(latitude), xsd:decimal]
        - [eg:long, $(longitude), xsd:decimal]
  Cities:
    sources:
    - [cities_source]
      s: function: fun:concat
        parameters:
        - [fun:param1, "http://ex.com/city/""]
        - parameter: fun:param2
          value:
            function: fun:replace
            parameters:
            - [fun:param1, "$(city)"]
            - [fun:param2, "\""]
            - [fun:param3, "\"""]
        po:
        - [rdf:type, eg:City]
        - [eg:zipcode, $(zipcodes), xsd:integer]
```

### Listing 5: xR2RML mapping rules to describe the ontology depicted in Fig. 3a.

```
<Locations> a rr:TriplesMap;
  rr:logicalSource <LocationSource> ;
    rr:class eg:Location ;
    rr:predicateObjectMap [ rr:objectMap [ rr:reference \"$.latitude\" ;
      rr:datatype xsd:decimal ] ;
    rr:predicate eg:lat ;
    rr:objectMap [ rr:reference \"$.longitude\" ;
      rr:datatype xsd:decimal ] ;].

<Cities> a rr:TriplesMap;
  rr:logicalSource <CitiesSource> ;
    rr:class eg:City ;
    rr:predicateObjectMap [ rr:predicate eg:zipcode ;
      rr:objectMap [ rr:reference "Column(zipcodes)/JSONPath($.* )" ;
        rr:datatype xsd:integer ] ;].
```

### 3.3. General Features for Graph Construction

Table 4 shows the features of mapping languages regarding the construction of RDF graphs such as linking rules, metadata or conditions, assignment to named graphs, and declaration of transformation functions within the mapping.

**Statements.** General features that apply yo statements are described in this section: the capability of a language to assign statements to named graphs, to retrieve data from only one source or more than one source, to apply conditions that have to be met in order to create the statement (e.g. if the value of a field called "required" is TRUE, the triple is generated), and provenance (i.e. the ontology that the mapping uses to describe the data).

Most of the RDF-based languages allow the static assignment to named graphs; neither SPARQL-based languages nor languages based on other schemes consider this feature. R2RML, RML, R2RML-F, FunUL and D2RML enable also dynamic definitions (e.g., rr:graphMap in R2RML and in its abovementioned extensions). Theoretically, the rest of R2RML exten-
sions should also implement this feature; however, to
the best of our knowledge, it is not mentioned in their
respective specifications.

Allowing conditional statements is not usual, it is
only considered in the SPARQL-based languages, XL-
Wrap and D2RML (e.g., `xl:breakCondition` in
XLWrap). Regarding data sources, all languages allow
data retrieval from at least one source; SHExML, XSPARQL, CSVW, SPARQL-Generate, Helio, D-REPR
d and D2RML enable more sources. That is, using data
in the same statement from e.g., one CSV file and one
JSON file. Finally, no language considers the specifi-
cation of its provenance.

**Linking Rules.** Linking rules refers to linking re-
sources that are being created in the mapping. For in-
stance, having as object of a statement a resource that
is the subject of another statement. These links are im-
plemented in most of languages by joining one or
more data fields. Five languages do not allow these
The rest is able to perform linking with at least one
data reference and one or no condition. Fewer en-
able more data references and more conditions (e.g. in
R2RML and most extensions allow the application of
`arr:joinCondition` over several fields).

Linking rules using join conditions imply evaluat-
ing if the fields selected are equal. Since the join con-
tion is the most common, applying the equal logical
operator is the preferred choice. Only a few languages
consider other similarity functions to perform link dis-
covery, such as Levenshtein distance and Jaro-Winkler,
e.g., Helio.

**Transformation functions.** Applying functions in
mappings allow transforming data before it is se-
mantified. For instance, to generate a label with
an initial capital letter (e.g.:ID001 rdfs:label
"Emily") that was originally in lower case ("emily"),
a function may be applied (e.g. GREL function `toTi-
tleCase()`). Only four of the analysed languages do
not allow the use of these functions: CSVW, R2RML,
xR2RML, and WoT mappings. Of those that do,
some use functions that belong to a specification (e.g.
RML+FnO uses GREL functions\(^6\)). All of them con-
sider functions with cardinalities 1:1 and N:1; and
half of them also include 1:N and N:M (i.e., output
more than one value), for instance, a regular expres-
sion that matches and returns more than one value.

Nesting functions (i.e. calling a function inside another
function) is not unusual; this is the case of SPARQL-
based languages, the R2RML extensions that imple-
ment functions (except K2RML), Helio, D-REPR
and XLWrap. Finally, some languages even enable extend-
ing functions depending on specific user needs, such as
XSPARQL, RML+FnO, SPARQL-Generate, R2RML-
F, FunUL, XLWrap and D2RML.

**Graph Construction Example.** Assuming the de-
scription of data sources shown in Fig. 3b and Fig. 3c
and the regular triples, this example shows how He-
lio and SPARQL-Generate describe conditional state-
ments and linking rules. To generate the `eg:population
attribute (Fig. 3a), the record must have been updated after the year 2020. In addition, the in-
stances of the classes `eg:City` and `eg:Location
can be joined using the city name, present in both
data sources. However, the names don’t exactly match
("Almería" and "Almeria"; "A Coruña" and "La Coru-
ná"), that is why a distance metric is required to match
the cities with a threshold of 0.75. The Helio mapping
is not able to describe the condition for the population,
but instead it is able to use the Levenshtein distance
function and link the sources (Listing 7). SPARQL-
Generate can describe the condition statement thanks
to the SPARQL construct `FILTER`, but does not im-
plement the distance metric function (Listing 6). How-
ever, both Helio and SPARQL-Generate allow remov-
ing spaces in the subject URIs.

\(^6\)https://docs.openrefine.org/manual/grelfunctions

Listing 6: SPARQL-Generate query with condi-
tional rules to describe the ontology depicted in
Fig. 3a.
At the beginning of the requirements identification stage, the goal and scope of the ontology are defined. Following this, the domain is analyzed in more detail by looking at documentation, data that has been published, standards, formats, etc. In addition, the use cases and user stories are identified. Then, the requirements in the form of competency questions and statements are specified and validated by the stakeholders.

The Conceptual Mapping ontology defines a model that abstracts the features that are present in state-of-the-art mapping languages (as shown in Table 1); while considering their heterogeneity. The context of this model encompasses Ontology Based Data Access (OBDA) and Ontology Based Data Integration (OBDI), where data from several heterogeneous sources need to be accessible according to a unified and global view. Mappings are used to describe the relationships between the global view (i.e., ontologies) and the data source schemes. The diversity of available mapping languages motivates the construction of a language that gathers their features to, in the end, be able to represent them. This can potentially enhance language interoperability and translation, as has been described by Corcho et al. [23].

4. Mapping Language Ontology

This section first describes the methodologies and procedures followed to implement the mapping language as an ontology. Then, the terms defined in the ontology are described. The section ends with an example presenting how the ontology can be populated with several use cases.

4.1. Methodology

The ontology was developed following the guidelines provided by the Linked Open Terms (LOT) methodology. LOT is a lightweight methodology for the development of ontologies and vocabularies [56]. It is based on the previous NeOn methodology [57] and includes four major stages: Requirements Specification, Implementation, Publication, and Maintenance.

At the beginning of the requirements identification stage, the goal and scope of the ontology are defined. Following this, the domain is analyzed in more detail by looking at documentation, data that has been analyzed in more detail by looking at documentation, data that has been...
4.2. Ontology description

The conceptual model of the ontology is shown in Fig. 4. It is divided into two parts which are denoted as Statements and Data Sources.

**Data sources.** A data source (DataSource) describes the data that will be mapped to an ontology using its defined rules. For this section, the Data Catalog (DCAT) vocabulary [24] has been reused. DataSource is a subclass of dcat:Distribution, which is a specific representation of a dataset (dcat:Dataset), defined as "data encoded in a certain structure such as lists, tables and databases". A source can be a streaming source (StreamSource) that continuously generates data, a synchronous source (SynchronousSource) or an asynchronous source (AsynchronousSource). Asynchronous sources in turn can be event sources (EventSource) or periodic sources (Periodic Source). Details of the data source access are represented with the data access service class (DataAccess Service), that in turn is a subclass of dcat:DataService. This class represents a collection of operations that provides access to one or more datasets or data processing functions, i.e., a description of how the data is accessed and retrieved. The data access service optionally has a security scheme (e.g., OAuth2, API Key, etc) and an access protocol (e.g., HTTP(s), FTP, etc).

Data properties in the dcat:Dataset, dcat:DataService classes may be reused according to the features that may be represented in each mapping language, e.g. dcat:endpointDescription, dcat:endpointURL and dcat:accessURL. A data access service is related to a security scheme. The class wot:SecurityScheme (from the Web of Things (WoT) Security ontology[13]) has been reused. This class has different types of security schemes as subclasses and includes properties to specify the information on the scheme (e.g. the encryption algorithm, the format of the authentication information, the location of the authentication information). The security protocol hasProtocol has as set of predefined values that have been organized as a SKOS concept scheme. It contains almost 200 security protocols, e.g., HTTP(s), JDBC, FTP, GEO, among others.

In order to represent the fragments of data that are referenced in a statement map, the class Frame has been defined. They are connected with the property hasFrame. A frame can be a SourceFrame (base case) or a CombinedFrame, the latter representing two source frames or combined frames that are combined by means of a join (JoinCombination), a union (UnionCombination) or a cartesian product (CartesianProductCombination).

A source frame corresponds to a data source (with hasDataSource) and defines which is the data in the source that is retrieved and how it is fragmented (with expression). Among others, JSONPaths, XPaths, queries or regular expressions can be expressed with this feature. A source frame may be related to another source frame with hasNestedFrame, e.g. a frame is accessed firstly with a SPARQL query, and their results as a CSV file with this property. A source fragment may refer to many data fields (with hasField, which is the inverse property of belongsToFrame).

**Statements.** The central class of this section is the StatementMap, which represents a rule that defines for a triple its subject (hasSubject), predicate (hasPredicate), and object (hasObject). Optionally, it can also specify the object datatype.

---

11https://w3id.org/conceptual-mapping
13https://www.w3.org/2019/wot/security
Fig. 4: Visual representation of the Conceptual Mapping ontology created using the Chowlk diagram notation [58].
(hasDatatype), language (hasLanguage) and assigned named graph (hasNamedGraph). Therefore, statement maps are similar to RDF statements as both of them are comprised by a subject, predicate and object. In statement maps, objects are resources (ResourceMap), and subjects and predicates are more specific, certain subclasses of the resource map: predicates are reference node maps (ReferenceNodeMap) that represent resources with an IRI, i.e. ontology properties. Subjects are node maps (NodeMap) which may be blank nodes (Blank Node) or also reference node maps. An object may be a literal (LiteralMap), a blank node, a container (ContainerMap) or a collection that defines a list (ListMap). The language is expressed as a literal, and the datatype is also a resource with an IRI, i.e. a reference node map. A statement map can also specify the ontology (Ontology) it uses, and can define shapes (shapes) for its restrictions.

Resource maps are expressed with an evaluable expression (EvaluableExpression) that may be a constant value (Constant), a function expression (Function Expression), or a data field (DataField) that belongs to some data source fragment (belongsToFrame). For function expressions, the function name (hasFunctionName) is taken from a set of predefined names organized in a SKOS concept scheme. Recursion in this function expression is represented through its input (hasInput) as an expression list (ExpressionList). Expression lists have been represented as a subclass of RDF lists (rdf:List), and the properties (rdf:first) and (rdf:rest) have been reused. Expression lists may have nested expression lists inside.

A special case of a statement map is a conditional statement map (ConditionalStatementMap), a statement map that must satisfy a condition for the triples to be generated. The condition (hasBoolean Condition) is a function expression (e.g. if a value from a field called "present" is set to "False", the statement is not generated). Another relevant class is the linking map (LinkingMap), that enables linking subjects from a source (source) and a target (target) statement maps, i.e., two resources are linked and triples are generated if a linking condition is satisfied. Similarly to the conditional statement map, this condition is represented as a function expression.

4.3. Example

This section builds a mapping in three steps (data sources in Listing 8, triples in Listing 9 and special statements in Listing 10) to represent how the proposed language can describe data with different features. The mapping use the data sources "coordinates.json" (Fig. 3b) and "cities" (Fig. 3c) as input and the ontology depicted in Fig. 3a as reference, in order to create the output RDF shown in Listing 1.

```
# Locations
:FrameLoc a cm:SourceFrame;
  cm:expression "$.coordinates[*]";
  cm:hasField :lat;
  cm:hasField :long;
  cm:hasField :loc_city;
  cm:hasDataSource [ a cm:SynchronousSource;
    dc:hasMediaType "text/plain";
    dc:accessService [ cm:hasProtocol cmp:http; 
      dc:accessPointURL "https://ex.com/geoadata/coordinates.json" ]
    cm:hasSecurityScheme [ a wotsec:NoSecurityScheme ; ] ];
  ] .

# Cities
:FrameCities a cm:SourceFrame;
  cm:expression "SELECT * FROM cities;"
  cm:hasField :ic_city;
  cm:hasField :population;
  cm:hasField :year;
  cm:hasNestedFrame [ cm:expression "$.zipcodes.*";
    cm:hasField :zipcode;
    cm:hasDataSource [ a cm:SynchronousSource;
      dc:hasMediaType "text/plain";
      dc:accessService [ cm:hasProtocol cmp:mysql; 
        cm:database "jdbc:mysql://localhost:3306/citydb";
        dc:accessPointURL "jdbc:mysql://localhost:3306/citydb";
        cm:hasSecurityScheme [ a wotsec:NoSecurityScheme ; ] ];
    ];
  ];
  :ic_city a cm:DataField;
  cm:field "city" .
  :population a cm:DataField;
  cm:field "population" .
  :year a cm:DataField;
  cm:field "year_modified" .
  :zipcode a cm:DataField cm:field "zipcodes" .
```

Listing 8: Data sources.
Listing 8: The description of the file "coordinates.json" indicating the protocol and fields that are going to be used in the transformation. There is no security scheme. The MySQL table "cities" has no security scheme, the protocol needed is "jdbc", the database access is specified in the endpoint URL, and the table as an SQL query. The fields are also specified, with the special case of "zipcodes" that needs a cm:hasNestedFrame to extract multiple values inside the field.

Listing 9: Mapping rules to describe regular statements.

Listing 10: Conditional and linking rules.

Data sources. Listing 8 shows the description of the JSON file "coordinates.json" indicating the protocol from the SKOS concept scheme (cmp:https), media type ("text/json"), JSONPath to extract data, access URL "https://ex.com/geodata/coordinates.json", and fields that are going to be used in the transformation. There is no security scheme. The MySQL table "cities" has no security scheme, the protocol needed is "jdbc", the database access is specified in the endpoint URL, and the table as an SQL query. The fields are also specified, with the special case of "zipcodes" that needs a cm:hasNestedFrame to extract multiple values inside the field.
Statements. Listing 9 contains the rules needed to create instances of the classes eg:Location and eg:City; and their following attributes: eg:lat and eg:long for the former; eg:zipcode for the latter. To generate correctly the URI for the instances of eg:City, a replace function inside a concatenate function is needed to (1) remove the blank spaces in the field "city" and (2) add the field to the base URI "http://ex.com/city/".

Special statements. Listing 10 describes how a conditional statement and a linking rule are generated. This description is represented by means of functions. With the property cm:hasBooleanCondition, the conditional statement declares that the field :year has to be greater than 2020. The linking rule performs the link between the instances of eg:City and eg:Location with the predicate eg:location, using a distance metric (levenshtein function) that has to be greater than a threshold of "0.75".

5. Discussion

The wide variety of use cases, data peculiarities, and potential uses has had a substantial impact in how mapping languages have been created, extended, and applied. We show this diversity in the comparison framework (Section 3 and Appendix A), where we describe the distinct features of each language specification, their weaknesses, and strengths, taking into account the purpose and context in which they were developed. This situation is directly related to the adoption of these technologies. The large number of mapping language choices and compliant tools, and the lack of information on the valid combinations of languages and tools, lead users to use other techniques to create Knowledge Graphs. Often, users choose to create their own ad hoc programming scripts to suit their needs. This choice is less reproducible and maintainable, and ultimately affects the quality of the RDF data that has been generated, particularly in long-term scenarios.

In this work, we present a Conceptual Mapping that represents the common and specific features of current languages. The purpose of this language is to enhance the interoperability of existing mapping languages, achieved in different ways: (1) by ensuring the representation of existing mapping languages and (2) by allowing translation among mappings.

The potential of the Conceptual Mapping can be applied to several different use cases. Focusing on language representation, the Conceptual Mapping can also serve to describe current mappings in terms of rule information and metadata. As mentioned in the ontology description (Section 4), the Conceptual Mapping is able to define the provenance of the mapping (i.e., the ontology it follows) and the applicable shapes to validate it. Due to the extensible character of the language, it can also represent additional metadata: who created the mapping, when it was created and modified, etc., such as any ontology metadata. This use can surely benefit mapping governance, a concept that has not been developed so far, but will surely gain importance as the adoption of these technologies increases.

Focusing on language translation, the Conceptual Mapping can ease the Knowledge Graph generation process. Users will not need to learn several languages and how to use their corresponding tools, especially when dealing with use cases that are not addressed by a single specification. They will be allowed to define the mapping rules in the specification they already know, and then perform a translation to use the engine that fits better their own use case.

This can be also applied to evaluation systems that want to provide support for several mapping specifications, such as benchmarks or conformance test cases, which may benefit from the Conceptual Mapping. Before this integration, the definition of each set of test cases (e.g., R2RML [62] or RML [63]) was done mainly manually and without following any standard procedure. Besides the great amount of effort in doing this task, the defined test cases are not comparable in terms of common features, which again, affects understanding the trade-offs of each specification. Having the possibility of translating the test cases between different mapping languages can guarantee a fair comparison while reducing the amount of manual effort.

Another clear use case where the need of the Conceptual Mapping arises is when performing evaluations of different tools that parse different languages, such as the case of GTFS-Madrid-Bench [20]. This benchmark uses mappings in R2RML, RML, CSVW and xR2RML that were created manually. This fact resulted in the investment of a great amount of effort and time to have mappings that represent the same rules, while also having to correct errors and typos coming from manual work. Having tools that allow translation across these languages, ensuring information preservation, would facilitate these tasks and reduce errors.

However, the reality of actual mapping translation is hard. As Section 2 describes, the different language specifications follow different schemes (e.g.,
RDF-based, SPARQL-based, etc.), RDF and SPARQL among them. The translation among RDF-based languages can be performed by using current techniques, such as ontology alignment [64]. Tables of correspondence between classes and properties can be done to clearly specify the relationships between the ontologies followed by these languages. Although differently, this strategy can also be applied to languages with other schemes, such as Helio, which follows a clearly defined scheme for writing rules based on JSON that can be easily matched to entities in RDF-based languages. SPARQL-based languages suppose a greater challenge, due to their intrinsic flexibility and considerable differences with RDF-based languages.

In terms of sustainability, we guarantee that the ontology will evolve incorporating new features of the mapping languages, ensuring transparency and the correct translation among them. For example, at the moment of writing, the RML mapping language is evolving towards an updated specification throughout the W3C Community Group on Knowledge Graph Construction\textsuperscript{14}. It will incorporate, among others, the possibility of generating RDF-star datasets [65]. The Conceptual Mapping will, therefore, include such a new feature to keep representing the entire expressiveness of the language.

6. Conclusion and Future Work

In this paper, we present the Conceptual Mapping, an ontology-based conceptual model that aims to gather the expressiveness of current mapping languages. Firstly, we conduct an extensive analysis of the state-of-the-art mapping specifications, enhancing the understanding between the current mapping languages and expanding previous studies on the comparison of language features. The creation of this comparison framework allows us to develop a unique model that not only integrates the common features among the languages, but also other ones that are relevant for integrating heterogeneous data sources across the web. We believe that this contribution potentially serves as a common interchange language for mapping translation purposes [23], being one of the first steps towards a new generation of Knowledge Graph construction techniques, where mapping rules are first-class citizens during the data integration process.

Our future work lines include the integration of the mapping translation step into the common workflow for constructing virtual and materialized Knowledge Graphs, using the conceptual model as the core resource for carrying out this process. Additionally, we also want to integrate into our previous work about mapping rules management, MappingPedia [66], the translation step between different specifications. In this manner, we aim to help users and practitioners during the selection of mapping languages and engines, not forcing them to select the ones that are only under their control, but being able to select the ones that best fit their own specific use cases. Finally, we want to specify the correspondence of concepts between the considered mapping languages and the Conceptual Mapping, and to formally define the semantics and operators required to perform the mapping translation, adapting previous works on schema and data translations [67, 68].
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### Appendix A. Framework Comparison of Existing Mapping Languages

<table>
<thead>
<tr>
<th>Feature</th>
<th>Language</th>
<th>ShExML</th>
<th>XSPARQL</th>
<th>TARQL</th>
<th>CSVW</th>
<th>R2RML</th>
<th>RML</th>
<th>KR2RML</th>
<th>xR2RML</th>
<th>R2RML-Gen</th>
<th>FunUL</th>
<th>Hello</th>
<th>WoT</th>
<th>D-REPR</th>
<th>XLWrap</th>
<th>D2RML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrieval of data</td>
<td>Streams</td>
<td>true</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td></td>
<td>Synchronous sources</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td></td>
<td>Asynchronous sources</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td></td>
<td>Security terms</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
</tr>
<tr>
<td>Encoding</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
</tr>
<tr>
<td>MIME type</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
</tr>
<tr>
<td>Features describing data</td>
<td>Iterator, Queries</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
<td>true*</td>
</tr>
<tr>
<td>Retrieval protocol</td>
<td>file, http(s), odbc/jdbc</td>
<td>file</td>
<td>file</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td>file(s)</td>
<td></td>
</tr>
<tr>
<td>Data formats</td>
<td>Tabular, Tree, Graph</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
<td>tree</td>
</tr>
<tr>
<td>Features and Languages</td>
<td>Constants</td>
<td>Dynamic</td>
<td>Static</td>
<td>Function</td>
<td>Hierarchy Iteration</td>
<td>Data Reference</td>
<td>Data Sources</td>
<td>Datatype and Language</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>-----------</td>
<td>---------</td>
<td>--------</td>
<td>----------</td>
<td>---------------------</td>
<td>---------------</td>
<td>--------------</td>
<td>----------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D2RML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLWrap</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D-REPR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Helio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FunUL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2RML-F</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPARQL-Generate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSVW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TARQL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHExML</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Features for subject, predicate, and object generation of the studied mapping languages.
<table>
<thead>
<tr>
<th>Feature</th>
<th>Language</th>
<th>ShExML</th>
<th>SPARQL-Feature</th>
<th>R2RML</th>
<th>FunUL</th>
<th>CSVW</th>
<th>RML</th>
<th>XSPARQL</th>
<th>D-R2ML</th>
<th>D-R2ML-F</th>
<th>D-REPR</th>
<th>XLWrap</th>
<th>D2RML</th>
<th>D2MML</th>
<th>D2MML-F</th>
<th>D2MML-R</th>
<th>IDREML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assign to asserted graphs</td>
<td>static</td>
<td>-</td>
<td>static</td>
<td>static</td>
<td>-</td>
<td>static</td>
<td>static</td>
<td>-</td>
<td>static</td>
<td>static</td>
<td>static</td>
<td>static</td>
<td>static</td>
<td>static</td>
<td>static</td>
<td>static</td>
<td>static</td>
</tr>
<tr>
<td>Retrieve data from one or more sources</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Allow conditions</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Use one data reference</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>One data element link</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Look with one or more conditions</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>One condition</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Function in condition</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Nested functions</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
<tr>
<td>Functions belonging to a specific configuration</td>
<td>false</td>
<td>false</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>false</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
<td>true</td>
</tr>
</tbody>
</table>

Table 4: Statements, linking rules, and function properties of the studied mapping languages.