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Abstract. Data integration, the task of providing a unified view over a set of data sources, is undoubtedly a major challenge for the knowledge graph community. Indeed, such flexible data structure allows to model the characteristics of source schemata, rich semantics for the global schema and the mappings between them. Yet, the design of such data integration systems still entails a manually arduous task. This becomes aggravated when dealing with heterogeneous and evolving data sources. To overcome these issues, we propose a fully-fledged semi-automatic and incremental data integration approach. By considering all tasks that compose the end-to-end data integration workflow (i.e., bootstrapping, schema matching, schema integration and generation of querying constructs), we are able to address them in a unified manner. We provide algorithms for each task, as well as theoretically prove the correctness of our approach and experimentally show its practical applicability.
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1. Introduction

Nowadays, a plethora of data sources have been published through initiatives such as Open Data and Linked Open Data [1, 2]. Consequently, the volume of heterogeneous data has increased, thus leading to an increasing demand to integrate them in order to drive data-driven decision making [3]. Data Integration (DI), which is the task of creating a unified view over a set of heterogeneous data sources, becomes increasingly challenging in these settings [4]. Indeed, the design of effective DI systems becomes expensive and labor-intensive due to such massive amounts of data published adhering to different data models, schemata, or granularities [5]. As opposed to physical data integration, where data are warehoused into a common data repository, virtual data integration yields flexibility when aiming to handle a continuous data integration workflow. Precisely, an end-to-end virtual integration workflow (see Figure 1), involves three primary constructs (the source schemata, the global schema, and mappings). To that end, a set of chained tasks perform 1) selection of data sources, 2) extraction and transformation of schemas into a standard data model (bootstrapping), 3) discovery and validation of overlapping concepts among schemata (schema matching), 4) integration of schemata into a unified schema (schema integration), 5) generation of DI constructs, and 6) querying using rewriting algorithms. Over the decades, several proposals and systems have been developed to support one or more steps of such end-to-end workflow [6–9]. Nonetheless, there exist certain limitations that we outline as follows.
Bootstrapping heterogeneous data sources. Bootstrapping techniques are designed to work with specific data models focusing on well-defined schemas (e.g., relational data). Yet, most of the data available on the web comes in the form of semi-structured data sources (e.g., JSON, XML, and CSV). Approaches dealing with schemaless data sources require a provided schema, usually an ontology, to generate mappings (e.g., D2RQ, R2RML, or RML) that are used to materialize source instances into ontological facts [10, 11]. Nevertheless, it is unlikely that an ontology is complete with respect to the sources [12, 13]. Hence, maintaining the ontology and mappings requires a significant human effort [14]. We also encounter such limitation in approaches that exclusively bootstrap the source schemata (and not the instances). These also require high amount of manual labor and support only one data model [11, 15].

Need for incremental integration. DI is increasingly complex when dealing with numerous data sources that are usually generated within different application contexts and domains [16]. Such disparity entails a considerable effort to carefully find and validate overlapping concepts among data sources before integrating them [4]. The traditional DI process, which is performed in one shot, becomes rather limited as it requires the complete a priori identification of correspondences in schemata. An incremental DI approach is, hence, desired so that it reduces the complexity of integrating new data sources by reusing previously captured information and propagating the required changes to the DI constructs. To the best of our knowledge, Atom is the only solution implementing such incremental approach [17]. Yet its goal is the integration of taxonomies, thus omitting other key structural elements such as attributes.

Lack of unified management. There has been significant work to facilitate individual tasks of the DI workflow [15, 18, 19]. However, these have been developed in isolation, lacking a clear vision of the overall workflow. Consequently, effectively connecting each other, with the goal of providing an end-to-end workflow as in Figure 1, is an arduous task. Providing a single and unified framework is, thus, nowadays a major need in practice [20–22].

The limitations presented above have seriously hampered the development of an end-to-end DI workflow. The goal of this paper is, thus, to provide a single, coherent, all-encompassing approach for incremental and agnostic DI in a way that facilitates efficiently generating schemas of heterogeneous data sources and integrating them. Driven by the workflow in Figure 1, our approach presents the following features: a) extraction of schemata leveraging on the structure of schemaless data sources; b) standardization of such extracted schemata into a canonical data model (i.e., the RDFS graph data model) using the technique of production rules as in [23]; c) annotation-based schema integration for RDF graphs that allow to capture the relationships of the modeled data sources via unions and joins; d) automated derivation of the required DI constructs for specific querying systems (i.e., source schemata, schema mappings, and target schema). All such features are provided in such a way that they are agnostic of the target system, and are additionally performed in an incremental manner. As a result, the effort to maintain the integration process when new data sources appear is minimized.

Contributions. We summarize our contributions as follows:

- We present a general and agnostic algorithm to bootstrap schemaless data sources into RDF graphs representing their schema (supporting task 2 in Figure 1).
We introduce an algorithm to incrementally capture the schema integration process guided by the output generated in the previous tasks (supporting task 4 in Figure 1). The generated graph is expressive enough to derive DI constructs for DI systems (supporting task 4.1 in Figure 1).

An open source Java library, namely NextiaDI\(^1\), implementing the abovementioned tasks. We showcase the effectiveness of NextiaDI when automatically generating the required constructs of a state-of-the-art DI system (supporting all tasks in Figure 1).

Outline. The rest of the paper is structured as follows. We discuss related work and introduce the formal background, respectively in Section 2. Next, in Section 3, we present the background of our approach to further dive in two main stages: data source bootstrapping (Section 4) and semi-automatic schema integration (Section 5). Our approach is extensively evaluated in Section 6. We finally conclude our paper and present future work in Section 7.

2. Related Work

Here, we present related work on supporting one or more tasks of the end-to-end DI workflow using graph data models. Due to the sparsity found in the literature, we have distinguish three categories: related work on bootstrapping, schema integration, and systems for end-to-end DI.

2.1. Related work on bootstrapping

Bootstrapping techniques play a critical role in standardizing and generating a source schema from data sources. There has been significant work in this area, as remarked in several surveys [11, 15, 31, 32]. In Table 1, we depict the most representative approaches. To better categorize them, we distinguish three dimensions: bootstrapping type, supported data sources, and implementation, which we detail as follows.

**Bootstrapping type.** We identify two main bootstrapping approaches. First, those that require an already defined schema (e.g., ontology) which is subsequently associated with the data sources through bootstrapping mappings (e.g., RML), and second, those that extract the schema from the physical structure of the available metadata (e.g., schemas, instances). The former requires detailed knowledge of the underlying mapping language, such as in [24], [26], and [10]. Using a provided ontology introduces a high degree of complexity when new independent data sources appear that are only partially represented in the reference ontology, or worse, are beyond its coverage [14]. This requires continuous involvement of domain and knowledge modeling experts to carefully extend and redesign

---

1. IncMap [24]
   - Provided: ✓
   - Extracted: ✓
   - Data model: Relational
   - Input: RDB Schema
   - Output: Own declarative mappings
   - Availability: Unknown
   - Automation: Semi-automatic

2. D2RQ [25]
   - Provided: ✓
   - Extracted: ✓
   - Data model: Relational
   - Input: RDB Schema
   - Output: Own declarative mappings
   - Availability: Archived
   - Automation: Automatic and manual

3. BootOX [26]
   - Provided: ✓
   - Extracted: ✓
   - Data model: Relational
   - Input: RDB Schema
   - Output: R2RML
   - Availability: Unavailable
   - Automation: Automatic

4. Mirror [27]
   - Provided: ✓
   - Extracted: ✓
   - Data model: Relational
   - Input: RDB Schema
   - Output: R2RML
   - Availability: Automatic
   - Automation: Semi-automatic

5. Janus [28] and XS2OWL [29]
   - Provided: ✓
   - Extracted: ✓
   - Data model: XML
   - Input: XML Schema
   - Output: Implicit in schema
   - Availability: Unavailable
   - Automation: Automatic

6. DT2OWL [30]
   - Provided: ✓
   - Extracted: ✓
   - Data model: XML
   - Input: DTD Schema
   - Output: Implicit in schema
   - Availability: Unavailable
   - Automation: Automatic

7. J2RM [10]
   - Provided: ✓
   - Extracted: ✓
   - Data model: Relational, CSV, XML, and JSON
   - Input: Data source
   - Output: R2RML
   - Availability: Active
   - Automation: Manual

<table>
<thead>
<tr>
<th>Approach</th>
<th>Bootstrapping type</th>
<th>Supported data sources</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>IncMap [24]</td>
<td>✓</td>
<td>✓</td>
<td>Semi-automatic</td>
</tr>
<tr>
<td>BootOX [26]</td>
<td>✓</td>
<td>✓</td>
<td>Automatic</td>
</tr>
<tr>
<td>Mirror [27]</td>
<td>✓</td>
<td>✓</td>
<td>Automatic</td>
</tr>
<tr>
<td>Janus [28]</td>
<td>✓</td>
<td>✓</td>
<td>Automatic</td>
</tr>
<tr>
<td>XS2OWL [29]</td>
<td>✓</td>
<td>✓</td>
<td>Automatic</td>
</tr>
<tr>
<td>DT2OWL [30]</td>
<td>✓</td>
<td>✓</td>
<td>Automatic</td>
</tr>
<tr>
<td>Karma [9]</td>
<td>✓</td>
<td>✓</td>
<td>Semi-automatic</td>
</tr>
</tbody>
</table>

Table 1: Comparison of bootstrapping state-of-the-art techniques

\(^1\)https://www.essi.upc.edu/dtim/nextiadi/
2.2. Related work on schema integration

Schema integration is the process of generating a unified schema that represents a set of source schemata. This process requires semantic correspondences between their elements (i.e., alignments). In Table 2, we depict the most representative state-of-the-art approaches. We distinguish three dimensions: integration type, strategy, and implementation, which we detail as follows.

**Integration type.** Here, we adopt the distinction presented in [19], which categorizes the kinds of integration into three types, namely: simple merge, full merge, and asymmetric merge. The former integrates schemata by adding one-to-one bridge axioms between pairs of schemata. Approaches such as [38] and [39] preserve the original source schemata and alignments, which is a desirable property to manage source evolution [42]. However, their main drawback is a lack of common concepts which can lead to complex queries when a large number of schemas is integrated. The full merge integrates the schemas generating a new schema where the set of equivalent concepts is merged into a single new concept. In most approaches, the preservation of the original source schemas is lost. [40] is the only approach under this category able to preserve specific elements of the source schemata by request.

**Strategy.** Table 2 shows the preservation of alignments and source schemata. The symbol ✓ indicates that the alignment or the schema is preserved. In most approaches, the preservation of alignments is achieved at the cost of the source schemata. However, [40] preserves the source schemata under the asymmetric merge category.

**Implementation.** The availability of implementation is another key aspect to consider when selecting a schema integration approach. While some approaches offer open-source implementations (e.g., [25], [27], and [28]), others lack formal definitions of how they address schema integration, leading to ambiguous interpretations. Approaches such as [28], [29], and [30] introduce a dependence on well-defined schemata in sources such as XML. Consequently, this represents a limitation when a schema is not provided. Karma [9] supports schemaless data sources such as JSON, XML, and CSV by transforming them into a relational data model to apply the transformation rules and generate a graph-based schema to materialize data. However, using an intermediary model is not the best solution since important information related to the data source metamodel can be lost.

**Supported data sources.** Most approaches focus on bootstrapping relational data sources (e.g., [25] and [27]) with the goal of materializing data, and only few support semi-structured data models such as XML or JSON (e.g., [28] and [10]). Additionally, they lack a formal definition of how they address such task leading to ambiguous interpretations. [22] and [34] introduce a dependence on well-defined schemata in sources such as XML. Consequently, this represents a limitation when a schema is not provided. Karma supports schemaless data sources such as JSON, XML, and CSV by transforming them into a relational data model to apply the transformation rules. However, using an intermediary model is not the best solution since important information related to the data source metamodel can be lost.
Asymmetric merge can be performed using the simple and merge schema via one-to-many axioms to integrate schemas and derive a full merge. To the best of our knowledge, [17] is the only approach in this category. This kind of merge prioritizes one of the schemas (target) over the others (source), that is, the target schema will preserve all axioms and in case of disagreement with the target schema, elements of the source schema are removed from the integration.

**Incremental integration.** Most approaches (e.g., [35], [37], and OntoMerge [39]) integrate the source schemata in one shot. Thus, when a new data source has to be integrated the whole process is started from scratch without reusing the previously generated structures. Instead, [17] reuses the integrated structure to facilitate further integration incrementally. To that end, it adopts the asymmetric merge strategy, however, it is limited as it only supports the integration of taxonomies, that is, classes with no attributes and only hierarchical relations among them.

**Implementation.** All approaches are implemented, however only [40] is openly available. There exists a demonstration of [39] on its website, however, as of the date of this paper’s submission the service is down. Regarding [35], it is available as a plugin to the Protégé tool, however it is not longer maintained. Overall, we also encountered that none of the tools offer any documentation for end-users.

### 2.3. Related work on end-to-end DI systems

The individual efforts in bootstrapping and schema integration have led to the generation of virtual end-to-end DI systems. These are prepared to perform each task systematically in a manually or semi-automatically way. Table 3 depicts the most representative systems. Note that DI systems such as Karma[9], Pool Party Semantic[8], or Ontotext are excluded since their goal is to materialize data.

**Optique.** It is an end-to-end DI system developed as a result of research and industrial projects (e.g., [46]). It uses BootOX in the bootstrapping task to extract a schema or generate bootstrapping mappings to an existing ontology. Mappings are defined using the R2RML mapping language. Furthermore, the DI system allows the integration of relational, streaming, and sensor data, also providing a query interface. The reformulation of queries is performed by the Ontop tool [47]. The source code of the Optique platform is not publicly available.

**Mastro studio.** It is a virtual DI system over relational databases. It is currently available as commercial software maintained by OBDA Systems. The bootstrapping phase is performed by providing an ontology generating R2RML mappings. This system relies on its own native language to define mappings that describe a global schema in terms of local schemas for query rewriting. It is unclear if an integration phase is performed since data sources are connected to an existing ontology.

**Squerall.** Focuses on integrating heterogeneous data sources in data lakes. The bootstrapping phase extracts schema elements that are linked manually to semantic vocabularies for defining a graph schema. However, it is unclear if integration of schemas is performed. According to [49], it is possible to indicate which concepts should be integrated at query declaration. The implementation of the tool is published under Apache 2.0 license.

---

Table 3: Comparison of end-to-end DI systems

<table>
<thead>
<tr>
<th>Approach</th>
<th>end-to-end DI workflow</th>
<th>Bootstrapping step</th>
<th>Schema integration</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Schema matching</td>
<td>Schema integration</td>
<td>Query</td>
</tr>
<tr>
<td>Optique[43]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Provided and extracted</td>
</tr>
<tr>
<td>Mastro Studio[44]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Provided</td>
</tr>
<tr>
<td>Squerall[45]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Provided</td>
</tr>
</tbody>
</table>

---

3https://www.ontotext.com/
2.4. Discussion

Above, we have presented an overview of the state-of-the-art and most common limitations in bootstrapping, schema integration, and end-to-end DI systems. First, bootstrapping techniques rely mostly on provided schemata (or ontologies), which is challenging to maintain in continuous integration scenarios where data sources are from different domains. Instead, the automatic generation of such structures would be a more suitable approach. Yet, the support of schemaless data models is crucial in contemporary scenarios, however that is not commonly found in related work. Regarding schema integration, the demand for continuous integration combined with the dynamic nature of data creates a need for incremental approaches. Additionally, these techniques must consider rich data structures, beyond taxonomies, including entities and properties. Finally, we advocate that systems aiming to provide the end-to-end DI workflow must strive for automation, thus reducing human intervention.

3. Preliminaries

In this section, we introduce the formal background of our approach and a running example which will be used in the following sections.

3.1. Formal background

3.1.1. Data source bootstrapping and production rules

Here, we present the formal definitions that are concerned with tasks 1 and 2 as depicted in Figure 1.

Datasets. Let \( M \) be the set of considered semi-structured and structured data models (e.g., CSV, JSON, or XML), then, a dataset \( D_m = \{ d_1, \ldots, d_k \} \), where \( m \in M \), is a collection of data elements where each \( d_i \) adheres to \( m \)'s data model. We denote \( \text{schema}(d) \) the set of elements that represent the physical structure of \( d \)'s data model (e.g., the set of keys for a JSON document). In this paper, we assume all data elements in a dataset are homogeneous (i.e., they share the same schema), formally depicted as \( \forall d_i, d_j \in D_m : \text{schema}(d_i) = \text{schema}(d_j) \), and hence with a slight abuse of notation we will refer to the schema of a dataset as \( \text{schema}(D_m) \).

Typed graphs. We consider RDF graphs \( G = (V_G, E_G) \), which are unweighted, directed edge-labeled graphs. As customary, we see \( E_G \) as a set of triples of the form \( (s, p, o) \), where \( p \) is a labeled edge from \( s \) to \( o \) with \( s, o \in V_G \). Then, we say \( G \) is typed with respect to a graph \( \mathcal{M} = (V_M, E_M) \) (i.e., a metamodel), denoted as \( G_{\mathcal{M}} \), if for every node \( v \in V_G \) there exists a triple in \( E_G \) of the form \( (v, \text{rdf:type}, m) \), where \( m \in V_M \) (note we assume that \( V_G \) includes the elements of \( V_M \)). We assume the existence of a set of boolean constraints \( \mathcal{P}_M \) for a given metamodel \( \mathcal{M} \), which allow to guarantee that the elements of \( G_{\mathcal{M}} \) are well-formed with respect to metamodel \( \mathcal{M} \). Intuitively, \( \mathcal{P}_M \) concerns constraint checking aspects such as generalizations, referential integrity, cardinality, or keys. Then, we say \( G_{\mathcal{M}} \) is consistent if all constraints in \( \mathcal{P}_M \) hold in \( G_{\mathcal{M}} \).

Bootstrapping algorithm. A bootstrapping algorithm for a data model \( m \) is a function \( B_m : \mathcal{D}_m \rightarrow \mathcal{G} \) from the set \( \mathcal{D}_m \) of all datasets adhering to \( m \)'s data model to the set \( \mathcal{G} \) of all graphs. Then, we say \( B_m \) is \( \mathcal{M}\)-sound if the graphs it generates are typed and consistent with respect to a metamodel \( \mathcal{M} \). Formally, \( \forall D_m \in \mathcal{D}_m \) we have that \( B_m(D_m) \) is typed with respect to \( \mathcal{M} \), which we denote \( G_{\mathcal{M}} = B_m(D_m) \).

Graph queries. We consider the query language of conjunctive graph queries (CQs) as defined in [50]. Formally, a CQ \( Q \) is an expression of the form \( Q(x_1, \ldots, x_m) \leftarrow (s_1, p_1, o_1), \ldots, (s_n, p_n, o_n) \), where each \( s_i, o_j \) are either vertex labels or variables, and each \( p_i \) is either an edge label or a variable. The semantics of answering a query \( CQ \) over a graph \( G \) (i.e., \( Q_G(x_1, \ldots, x_m) \)) is based on binding nodes and edges from \( G \) to the set of variables \( \{ x_1, \ldots, x_m \} \) that match the conjunction of patterns. In this paper, instead of the traditional homomorphism-based mapping semantics, where different variables can be bound to the same vertex, we assume the more restrictive isomorphism-based semantics, forcing mappings to be injective.
Production rules. Let \(G_S, G_T\) be two typed graphs, respectively typed to \(S, T\). Then, a source-to-target production rule \(p\) from \(S\) to \(T\) (i.e., \(p_{S \rightarrow T}\)) is an existential axiom of the form \(\forall x \Theta_{G_S}(x) \rightarrow \exists y \Psi_{G_T}(x, y)\), where \(\Theta_{G_S}\) is a CQ over \(G_S\), and \(\Psi_{G_T}\) is a CQs over \(G_T\). A production system is a set of production rules \(P = \{p_1, \ldots, p_n\}\), with an evaluation function \(\text{eval}_P : G_S \rightarrow G_T\) from the set of all typed graphs with respect to \(S\) (i.e., \(G_S\)), to the set of all typed graphs with respect to \(T\) (i.e., \(G_T\)). We say a production system is sound if, after its evaluation, the resulting graph is typed with respect to \(T\). Formally, \(\forall G_S \in G_S\) we have that \(\text{eval}_P(G_S)\) is typed with respect to \(T\). Likewise, we say a production system is complete if, after its evaluation, all candidate nodes in \(G_S\) are present in \(G_T\).

Alignments. An alignment between two graphs \(G_A, G_B\) is a triple of the form \(a = (v_a, v_b, \ell)\), where \(v_a\) and \(v_b\) are nodes, respectively in \(V_{G_A}\) and \(V_{G_B}\), and \(\ell\) is a user-provided label for the aligned node. An alignment \(a\) is \(M\)-compliant (i.e., compliant with the metamodel \(M\)) if the aligned elements are typed to the same node in \(M\). Formally, \(\exists (v_a, \text{rdf:type}, m) \in E_{G_A}\) and \(\exists (v_b, \text{rdf:type}, m) \in E_{G_B}\), where \(m \in V_M\).

Graph integration algorithm. A graph integration algorithm is a function \(I : \mathcal{A} \rightarrow \mathcal{G}\) from the set of all sets of alignments to the set of all graphs. We also consider the notion of \(M\)-compliant graph integration algorithms, which entails that any graph generated by evaluating \(I\) is typed with respect to \(M\). This is formally defined as \(\forall A \in \mathcal{A}\) we have that \(I(A)\) is typed with respect to \(M\).

Data integration systems and their generation. We follow Lenzerini’s general framework for data integration systems [51]. Hence, a data integration system \(K\) is defined as a tuple \((\mathcal{G}, \mathcal{S}, \varphi)\), where \(\mathcal{G}\) is the global schema, \(\mathcal{S}\) the source schemata and \(\varphi\) the mappings between \(\mathcal{S}\) and \(\mathcal{G}\). Then, following the previous idea, a data integration system generation algorithm is a function \(Q : \mathcal{G} \rightarrow K\) from the set of all graphs to the set of all data integration systems.

3.2. Running Example

Let us consider a data analyst interested in integrating two different sources about artworks from the Carnegie Museum of Art (CMOA)\(^4\) and Cooper Hewitt Museum (Cooperhewitt)\(^5\). The former contains information such as the title, creator, creation and location for all artworks in the museum such as fine arts, decorative arts, photography, and contemporary art. The latter contains similar information about artworks exposed in the Cooper Hewitt museum such as painted architecture, decorative arts, sculpture and pottery. Figure 2 illustrates a fragment of the data example in JSON format. Note such snippets have been simplified for ease of illustration. Both data sources represent each artwork in a JSON file sharing similar concepts such as the title and url. Throughout the following sections, we will use this running example to showcase how our approach yields, from these semi-structured data sources, a data integration system leveraging on the formal definitions previously introduced.

4. Data source bootstrapping and production rules

In this section, we describe the bootstrapping algorithm to address task 2 in Figure 1. The algorithm takes as input a structured or semi-structured data source and produces a graph-based representation of its schema. This graph is typed with respect to the corresponding metamodel of the data source. Then, such typed graph is translated into a graph typed with respect to a canonical data model (in our case, RDFS) by applying a sound set of production rules. In the following, we present the metamodels required for our bootstrapping approach and the production rules.

4.1. Considered metamodels

As previously described, our approach is generic to any metamodel, as long as specific algorithms are implemented and shown to satisfy the soundness and completeness properties. In this paper, we showcase a specific in-

\(^4\)https://github.com/cmoa/collection

\(^5\)https://github.com/cooperhewitt/
Source: CMOA.json

```json
{
  "title": "Keith Haring",
  "creator": [
    {
      "full_name": "Robert Mapplethorpe",
      "nationality": "American"
    }
  ]
}
```

Source: Cooperhewitt.json

```json
{
  "title": "Design for Portion of Stairway",
  "url": "collection.cooperhewitt.org/objects/68730511/",
  "description": "Drawing, Design for Portion of Stairway",
  "Participants": [
    {
      "person_name": "Charles Salagnad",
      "person_url": "collection.cooperhewitt.org/people/18062563/"
    }
  ]
}
```

Fig. 2. Running example excerpts.

Fig. 3. Metamodel to represent graph-based schemata of JSON datasets (i.e., $M_{JSON}$) inspired from [52]

stantiation of the framework considering the JSON data model. We, hence, present a metamodel for such semi-structured data model. Additionally, we adopt RDFS as target canonical metamodel for the production rules and the integration process considering its built-in ability to express and homogenize resources in a structured way distinguishing into three standardized layers (i.e., instances, model and meta-model).

4.1.1. Metamodels for semi-structured data sources

The first step of our approach requires the definition of a metamodel for each of the considered data models. We consider data models that are schemaless (i.e., with no fixed pre-defined schema for all their instances but with an implicit one), as well as those that have an explicit schema. As previously mentioned, we consider data elements in a semi-structured dataset to be homogeneous, hence we can consider that all data elements within a semi-structured dataset share the same implicit schema. In this paper, we showcase our approach on JSON data, to that end Figure 3, depicts the metamodel to represent graph-based JSON schemata (i.e., $M_{JSON}$). Such meta-model (whose elements we prefix as $J$) describes the basic constructs and the relationships between them. As can be seen, a $J$:Document consists of one root $J$:Object, which in turn contains at least one $J$:Key instance. Each $J$:Key is associated to one $J$:DataType value which is either a $J$:Primitive, a $J$:Array or a $J$:Object. We also assume elements of an $J$:Array to be homogeneous (e.g., it is not possible that an array combines numbers and strings), and thus it is composed of $J$:DataType elements. Furthermore, we consider three kinds of primitives, which are defined as its instances in any graph that is typed with respect to $M_{JSON}$, these are $J$:Number, $J$:Boolean and $J$:String. In Appendix A, we present the complete set of constraints that guarantee that any typed graph with respect to $M_{JSON}$ is consistent.

4.1.2. Canonical Metamodel

In our approach, in order to enable interoperability among graphs typed w.r.t. source-specific metamodels (e.g., JSON or CSV), we choose RDFS as canonical data model for the integration process. A significant advantage of RDFS is its built-in capabilities for meta-modeling, which supports different abstraction levels. Figure 4, depicts the fragment of the RDFS metamodel ($M_{RDFS}$) that we adopt. Considering that we aim to represent the schema

6https://www.omg.org/spec/ODM/1.1/PDF
of the underlying data sources, we only need to instantiate \( \text{Class} \) and their \( \text{Property} \). Additionally, in order to model complex objects, we make use of \( \text{Container} \) resources, precisely \( \text{Seq} \) which allows the representation of arrays. As in the RDFS standard, we consider instances of the metamodel can be multi-type (i.e., an instance can contain multiple \( \text{rdf:type} \) edges to distinct elements of \( \mathcal{M}_{\text{RDFS}} \)). This is useful when defining instances of \( \text{rdf:Seq} \), so they also become instances of \( \text{rdfs:Class} \), allowing to relate via \( \text{rdfs:range} \) instances of both elements. In Appendix B, we present the complete set of constraints that guarantee that any typed graph with respect to \( \mathcal{M}_{\text{RDFS}} \) is consistent.

4.2. Bootstrapping JSON data

Here, we present a bootstrapping algorithm to generate graph-based representations of JSON datasets. As depicted in Algorithm 1, the method \( \text{DOCUMENT} \) returns, for a given dataset, a graph typed with respect to the metamodel \( \mathcal{M}_{\text{JSON}} \). To that end, it contains a set of functions, one per element of the metamodel, which have a shared signature consisting of \( a) \) the graph \( G \) where to populate the triples, and which is passed by reference; \( b) \) the JSON dataset or some of its children (e.g., embedded objects or arrays) \( D \); and \( c) \) \( D \)’s parent \( p \) (e.g., the key of an embedded object). For simplicity, we make use of a function \( \text{IRI}(s) \), that, given a string \( s \), generates a unique IRI from \( s \). Additionally, we use \( \text{FRESH()} \) to define fresh identifiers (i.e., synthetic strings that do not exist in \( G \)), and \( \text{READFILE}(D) \) to read from disk the content of a path \( D \).

The goal of this algorithm is to instantiate the \( \text{J:Document} \) and \( \text{J:Object} \) elements using the document’s root. Then, the method \( \text{OBJECT} \) recursively instantiates \( \mathcal{M}_{\text{JSON}} \) with \( D \)’s content. Precisely, for each key-value pair \( (k, v) \), which instantiate \( \text{J:Key} \), we define its corresponding \( \text{J:DataType} \) \( vt \) and distinguish the cases of complex (i.e., objects and arrays) and simple (i.e., primitive) elements. Dealing with complex objects requires instantiating \( \text{J:Object} \) or \( \text{J:Array} \) with fresh IRIs (i.e., object or array identifiers). This is not the case for primitive elements, which are either connected to the three possible instances of \( \text{J:Primitive} \) (i.e., \( \text{J:Number} \), \( \text{J:Boolean} \), or \( \text{J:String} \)). The presence of such three possible instances in \( G \) is guaranteed by function \( \text{INSTANTIATEMETAMODEL} \). We, additionally, annotate the elements contained in arrays. To that end, and assuming that elements in an array are homogeneous, we relate the instance of \( \text{J:Array} \) to an instance of \( \text{J:DataType} \) using the \( \text{hasMember} \) labeled edge.
Algorithm 1 Bootstrapping a JSON dataset

Input: $D$ is the name/path to the JSON dataset
Output: $G$ is a typed graph with respect to $M_{\text{JSON}}$ (i.e., $G_{\text{JSON}}$)

1: function DOCUMENT($D$)
2: $G \leftarrow \emptyset$
3: INSTANTIATEMETAMODEL($G$)
4: $G \cup \{\text{iri}(D), \text{rdf:type}, \text{J:Document}\}$
5: OBJECT($G$, READFILE($D$), $D$)
6: return $G$

1: function DATATYPE($G$, $D$, $p$)
2: if ISOBJECT($D$) then OBJECT($G$, $D$, $p$)
3: else if ISARRAY($D$) then ARRAY($G$, $D$, $p$)
4: else PRIMITIVE($G$, $D$, $p$)

1: function OBJECT($G$, $D$, $p$)
2: $a' \leftarrow \text{FRESH}$
3: $G \cup \{\text{iri}(a'), \text{rdf:type}, \text{J:Object}\}$
4: for all $(a, v) \in D$ do
5: $G \cup \{\text{iri}(a), \text{rdf:type}, \text{J:Key}\}$
6: $G \cup \{\text{iri}(a'), \text{hasKey}, \text{iri}(a)\}$
7: DATATYPE($G$, $v$, $k$)
8: $G \cup \{\text{iri}(p), \text{hasValue}, \text{iri}(a')\}$

1: function ARRAY($G$, $D$, $p$)
2: $a' \leftarrow \text{FRESH}$
3: $G \cup \{\text{iri}(a'), \text{rdf:type}, \text{J:Array}\}$
4: for all $v \in D[0]$ do
5: $G \cup \{\text{iri}(p), \text{hasMember}, \text{iri}(a')\}$

1: function PRIMITIVE($G$, $D$, $p$)
2: if NUMBER($D$) then $G \cup \{\text{iri}(p), \text{hasValue}, \text{J:Number}\}$
3: else if BOOLEAN($D$) then $G \cup \{\text{iri}(p), \text{hasValue}, \text{J:Boolean}\}$
4: else $G \cup \{\text{iri}(p), \text{hasValue}, \text{J:Primitive}\}$

1: function INSTANTIATEMETAMODEL($G$)
2: $G \cup M_{\text{JSON}}$
3: $G \cup \{\text{J:Number}, \text{rdf:type}, \text{J:Primitive}\}$
4: $G \cup \{\text{J:Boolean}, \text{rdf:type}, \text{J:Primitive}\}$
5: $G \cup \{\text{J:Keyword}, \text{rdf:type}, \text{J:Primitive}\}$

Example 1. Retaking the running example introduced in Section 3.2, in Figure 5 we depict the set of triples that are generated by Algorithm 1 on a simplified version of the CMOA.json dataset. Note that, for the sake of simplicity, the keys web_url and nationality have been omitted.

Proof of soundness. Here, we show that Algorithm 1 is $M_{\text{JSON}}$-sound. This is, for any input JSON dataset, the graph it generates is typed with respect to $M_{\text{JSON}}$ and consistent with respect to the set of boolean constraints $P_{\text{M\text{JSON}}}$. By construction we can easily see that for every node $v \in V_G$ (where $G$ is the output of Algorithm 1) there exists an edge $(v, \text{rdf:type}, m_i)$ where $m_i \in V_{\text{M\text{JSON}}}$. Indeed, all instances of (Document) are declared in line 4 of function DOCUMENT, while all instances of (Object) and (Key) are declared, respectively, in lines 3 and 5 of function OBJECT. Instances of (Array) are declared in line 3 of function ARRAY. Regarding primitive data types, they are all declared once when instantiating the metamodel.

4.3. Production rules

In this subsection, we present the second step of our bootstrapping approach which is the translation of graphs typed with respect to a specific source data model (e.g., $M_{\text{JSON}}$) into graphs typed with respect to a canonical metamodel (i.e., $M_{\text{RDFS}}$). To that end, following the idea in [23], we present in the following the production system used to translate graphs typed with respect to JSON to RDFS. Precisely, the production system $P_{\text{JSON} \rightarrow \text{RDFS}}$ consists of eleven production rules which can be evaluated in no particular order. The remainder of this subsection is devoted to formally present the production rules that compose $P_{\text{JSON} \rightarrow \text{RDFS}}$.

Rule 1. Instances of (Object) are translated to instances of (rdfs:Class).

$$\forall o(\text{a, rdf:type, J:Object}(G)) \implies \exists c(\text{c, rdf:type, rdfs:Class})(G') \wedge c = o$$  (R1)
Rule 2. Instances of $\text{J:Array}$ are translated to instances of $\text{dfs:Class}$ and $\text{dfs:Seq}$.  
\[ \forall a((a, \text{rdf:type,J:Array})(G)) \implies \exists s((s, \text{rdf:type, rdfs:Class})(G') \land \langle s, \text{rdf:type, rdfs:Seq}(G') \land s = a \rangle \quad (R_2) \]

Rule 3. Instances of $\text{J:Key}$ are translated to instances of $\text{dfs:Property}$. Additionally, this requires defining the $\text{dfs:domain}$ of such newly defined instance of $\text{dfs:Property}$.  
\[ \forall o, k(\langle o, \text{J:hasKey,k})(G) \rangle \implies \exists c. p((p, \text{rdf:type, rdfs:Property})(G') \land \langle p, \text{rdfs:domain,c}(G') \land p = k \land c = o \rangle \quad (R_3) \]

Rule 4. The $\text{dfs:range}$ of an instance of $\text{J:Primitive}$ is its corresponding counterpart in the $\text{xsd}$ vocabulary. Below we show the case for instances of $\text{J:String}$ whose counterpart is $\text{xsd:string}$. The procedure for instances of $\text{J:Number}$ and $\text{J:Boolean}$ is similar using their pertaining type.  
\[ \forall k, v((k, \text{J:hasValue,v})(G) \land \langle v, \text{rdf:type,J:String})(G) \rangle) \implies \exists p, r((p, \text{rdf:type, rdfs:Property})(G') \land \langle p, \text{rdfs:range,r}(G') \land p = k \land r = v \rangle \quad (R_4) \]

Rule 5. The $\text{dfs:range}$ of an instance of either $\text{J:Array}$ or $\text{J:Object}$ is the value itself.  
\[ \forall k, v((k, \text{J:hasValue,v})(G) \land \langle v, \text{rdf:type,J:Object})(G) \rangle) \implies \exists p, r((p, \text{rdf:type, rdfs:Property})(G') \land \langle p, \text{rdfs:range,r}(G') \land p = k \land r = v \rangle \quad (R_5) \]

Rule 6. Instances of $\text{J: Primitive}$ which are members of an instance of $\text{J:Array}$ are connected to its corresponding counterpart in the $\text{xsd}$ vocabulary using the $\text{rdfs:member}$ property. We show the case for instances of $\text{J: String}$ whose counterpart is $\text{xsd:string}$. The procedure for instances of $\text{J: Number}$ and $\text{J:Boolean}$ is similar using their pertaining type.  
\[ \forall d.a((a, \text{J:hasMember,d})(G) \land \langle d, \text{rdf:type,J:String})(G) \rangle) \implies \exists r((\text{xsd:string, rdfs:member,r})(G) \land r = a) \quad (R_6) \]

Rule 7. Instances of $\text{J:Object}$ or $\text{J:Array}$ which are members of an instance of $\text{J:Array}$ are connected via the $\text{rdfs:member}$ property.  
\[ \forall d.a((a, \text{J:hasMember,d})(G) \land \langle d, \text{rdf:type,J:Object})(G) \rangle) \implies \exists r, s((s, \text{rdfs:member,r})(G) \land r = d \land s = a) \quad (R_7) \]

Example 2. Here, we take as input the graph generated by our bootstrapping algorithm depicted in Figure 5. Then, Figure 6 shows the resulting graph typed w.r.t. the RDFS metamodel after applying the production rules. Each node and edge is annotated with the rule index that produced it.

![Figure 6. Graph typed w.r.t. the RDFS metamodel resulting from evaluating the production rules](image-url)
5. Incremental schema integration

This section describes the schema integration algorithm addressing task 4 in Figure 1. In our approach we extend the fragment of the RDFS metamodel previously discussed to include two new resources, namely \( \text{IntegratedResource} \) and \( \text{JoinProperty} \) (see Figure 7). In Appendix B.1, we present the complete set of constraint that guarantee that any integrated graph (IG) is consistent. These resources are essential to annotate how the underlying data sources they represent must be combined (e.g., union or join). The algorithm takes as input a pair of typed graphs and a list of semantic correspondences (i.e., alignments) between them. The latter are used to guide the integration algorithm when generating an IG, as well as a potential list of unused alignments. Note that we rely on existing schema matching techniques (e.g., LOGMAP\cite{53}) to produce the alignments. To that end, the IG preserves the information from the sources and integrated resources, thus supporting their incremental construction. The list of unused alignments contains any alignment that is not integrated due to some conditions imposed by the integration algorithm, and it will be integrated once the conditions are fulfilled in further executions. In the following, we present the formal foundations for generating IGs, and we propose an algorithm precisely focused for the case of classes and properties.

![Fig. 7. Extension of the rdfs metamodel for the integration annotation](image)

**Example 3.** Continuing the running example, Figure 8 illustrates the result of the bootstrapping step to generate the typed graph representation for the data sources CMOA.json and Cooperhewitt.json. Note that the range properties are omitted due to space reasons. For ease of illustration, we distinguish the property into \( \text{Datatype property} \) and \( \text{Object property} \). In practice, we use \( \text{rdf:Property} \) and distinguish into these two types by checking their range property. Therefore, we use the color information present in Figure 8 to represent \( \text{rdfs:Class} \), \( \text{Datatype property} \) and \( \text{Object property} \). We will use dark color to depict integrated resources as the following \( \text{IntegratedResource} \) of type class, \( \text{IntegratedResource} \) of type data type property and \( \text{IntegratedResource} \) of type object property.

![Fig. 8. Two extracted canonical RDF representations from CMOA and Cooperhewitt sources](image)

5.1. Integration of resources

In this paper, we present an agnostic and incremental process (i.e., a graph integration algorithm as formally defined in Section 3.1.2) to integrate schemas by generating an integrated graph \( G_I \) that contains the source graph-based schemas and annotations for the integration process. The generation of \( G_I \) requires two typed graphs \( G_A \) and \( G_B \) and a list of alignments \( a \) of the form \( \langle R_A, R_B, l \rangle \) where \( R_A \) is a URI resource in \( G_A \) and \( R_B \) is a URI resource in \( G_B \), \( R_A \) and \( R_B \) pertain to the same type (e.g., class aligned with class), and \( l \) is a user-provided label for the aligned resource. Then, we generate an integrated graph \( G'_I \) as the union of \( G_A \) and \( G_B \) and use the set of alignments to...
generate the corresponding integrated resources and their metadata. In the following, we present the invariants given in $G_I$ that guarantee the creation and propagation of the integrated resources in $G_I'$. Note that for explainability, we only present the invariants for class resources. However, the procedure for properties similarly requires the use of the proper axioms such as $\text{rdfs:subPropertyOf}$ instead of $\text{rdfs:subClassOf}$.

11. If $R_A$ and $R_B$ are not $\text{IntegratedResource}$, then $R_A$ and $R_B$ are sub-class of a new $\text{IntegratedResource} R_I$ defined as the URI representation of $l$ (i.e., $R_I = \text{generateURI}(l)$). Formally:

$$\forall (R_A, R_B, l) \in A_R:\$$
$$\langle R_A, \text{rdf:type,} :\text{IntegratedResource}\rangle \notin G_I \land$$
$$\langle R_B, \text{rdf:type,} :\text{IntegratedResource}\rangle \notin G_I \land$$
$$\langle R_A, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\langle R_B, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\implies$$
$$\exists R_I = \text{generateURI}(l):$$
$$\langle R_I, \text{rdf:type,} :\text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_I, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_A, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_B, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$

12. If $R_A$ is not an $\text{IntegratedResource}$ and $R_B$ is an $\text{IntegratedResource}$, then $R_A$ is a sub-class of $R_B$. Formally:

$$\forall (R_A, R_B, l) \in A_R:\$$
$$\langle R_A, \text{rdf:type,} :\text{IntegratedResource}\rangle \notin G_I \land$$
$$\langle R_B, \text{rdf:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\langle R_A, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\langle R_B, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\implies$$
$$\langle R_A, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_B, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$

13. If $R_A$ is an $\text{IntegratedResource}$ and $R_B$ is not an $\text{IntegratedResource}$, then $R_B$ is a sub-class of $R_A$. Formally:

$$\forall (R_A, R_B, l) \in A_R:\$$
$$\langle R_A, \text{rdf:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\langle R_B, \text{rdf:type,} :\text{IntegratedResource}\rangle \notin G_I \land$$
$$\langle R_A, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\langle R_B, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_I \land$$
$$\implies$$
$$\langle R_B, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_A, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$

14. If $R_A$ and $R_B$ are $\text{IntegratedResource}$, then the new integrated resource $C_I$ defined as the URI representation of $l$ (i.e., $C_I = \text{generateURI}(l)$) replaces $R_A$ and $R_B$. Formally:

$$\exists R_I = \text{generateURI}(l) \land \forall r, r':$$
$$\langle R_I, \text{rdf:type,} :\text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_I, \text{rdfs:type,} :\text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_A, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle R_B, \text{rdfs:classOf,} \text{IntegratedResource}\rangle \in G_{I'} \land$$
$$\langle r, \text{rdfs:classOf,} C_I\rangle \in G_{I'} \land$$
$$\langle r', \text{rdfs:classOf,} C_I\rangle \in G_{I'} \land$$

Algorithm 2 implements each invariant to generate the corresponding integrated metadata and support incremental construction and propagation of the metadata. This algorithm is the core for integrating any resource. Note that invariant 11 creates a new $\text{IntegratedResource}$ of type class, invariants 12 and 13 reuse an existing $\text{IntegratedResource}$ and invariant 14 replace an $\text{IntegratedResource}$. To accomplish 14, our algorithm uses the method $\text{replaceIntegratedResource}$ depicted in Algorithm 3. This algorithm offers the basic functionality to replace the resources that were integrated by an existing resource with a new one. Note that depending on the resource, it is required to manage all resources (e.g., properties) connected to the $\text{IntegratedResource}$ to connect them to the new $\text{IntegratedResource}$. However, this depends on the type of resource (e.g., class or property). For example, replacing an $\text{IntegratedResource}$ of type class requires updating all properties referencing it by rdfs:range or rdfs:domain to reference the new $\text{IntegratedResource}$. 
Therefore, we introduce the method concordanceRelations to redirect the relations from an old resource to a new resource. This method is polymorphic since the updates will depend on the specific needs of the resource type.

Algorithm 2 Integration of resources

Input: Two typed graphs $G_A$ and $G_B$ with a set of class alignments $A = \{a_1, ..., a_n\}$ and a set of unused alignments $A_{unused}$ from previous integrations (For the first iteration, this parameter is an empty set)

Output: Generates the integrated graph $G_I$ and the set of alignments not used $A_{unused}'$

1: function INTEGRATERESOURCES($G_A, G_B, A, A_{unused}$)
2: $G_I \leftarrow G_A \cup G_B$
3: $G_I' \leftarrow G_I$
4: $A_{unused}' = A_{unused}$
5: for all $(R_a, R_b, I)$ in $A$ do
6:   $R_a \leftarrow$ generateURI(I)
7:   if any condition then
8:      if $(R_a, \text{rdf:type}, \text{:IntegratedResource}) \in G_{I'} \land (R_b, \text{rdf:type}, \text{:IntegratedResource}) \in G_I$ then $\triangleright$ Invariant I4
9:         $G_{I'} \leftarrow$ replaceIntegratedResource($G_{I'}, R_a, R_b$) $\triangleright$ see Algorithm 3
10:    else if $(R_a, \text{rdf:type}, \text{:IntegratedResource}) \in G_{I'}$ then $\triangleright$ Invariant I3
11:       $G_{I'} \leftarrow$ replaceIntegratedResource($G_{I'}, R_a, R_b$)
12:    else if $(R_a, \text{rdfs:subClassOf}, R_b) \in G_{I'}$ then $\triangleright$ Invariant I2
13:       $G_{I'} \leftarrow$ replaceIntegratedResource($G_{I'}, R_a, R_b$)
14:    else
15:       $G_{I'} \leftarrow$ $(R_a, \text{rdfs:subClassOf}, R_b)$ $\triangleright$ Invariant I1
16:       $G_{I'} \leftarrow$ $(R_a, \text{rdfs:subClassOf}, R_b)$
17:       $G_{I'} \leftarrow$ $(R_a, \text{rdfs:subClassOf}, R_b)$
18:       $G_{I'} \leftarrow$ $(R_a, \text{rdfs:subClassOf}, R_b)$
19:      $G_{I'} \leftarrow$ $(R_a, \text{rdfs:subClassOf}, R_b)$
20:     else $A_{unused}' \leftarrow (R_a, R_b, I)$
21: return $(G_I, A_{unused}')$

Algorithm 3 Replace integrated resource

Input: $G_I$ is the integrated graph, $R_{old}$ is the old integrated resource to be replaced, $R_{new}$ is the new integrated resource

Output: Generates the integrated graph $G_{I'}$ containing the new triples with $R_{new}$

1: function REPLACEINTEGRATEDRESOURCE($G_I, R_{old}, R_{new}$)
2: $G_{I'} \leftarrow G_I$
3: $G_{I'} \leftarrow (R_{new}, \text{rdf:type}, \text{:IntegratedResource})$
4: $G_{I'} \leftarrow$ $(R_{new}, \text{rdf:type}, \text{:IntegratedResource})$
5: for all $r \in \{t, \text{rdf:type}, \text{:IntegratedResource}\}$ do
6:    $G_{I'} \leftarrow (t, \text{rdfs:subClassOf}, R_{old})$
7:    $G_{I'} \leftarrow (t, \text{rdfs:subClassOf}, R_{new})$
8:    $G_{I'} \leftarrow$ concordanceRelations($G_{I'}, R_{old}, R_{new}$)
9: return $G_{I'}$

The abovementioned invariants are the core to perform schema integration as depicted in Algorithm 4, which is the primary integration algorithm to create an IG. The algorithm expects sets of alignments to integrate resources pertaining to the same type and implements the methods IntegrateClasses for class resources, IntegrateDataTypeProperties for data type properties and IntegrateObjectProperties for object properties based on all invariants of the Algorithm 2. Notice that the algorithm relies on the discovery result of any alignment tool (e.g. LOGMAP) and to prevent and reduce the integration of non-semantically resources, the algorithm follows a class oriented integration, that is, properties can only be integrated once their corresponding domain or range classes are integrated into the same integration class. Thus, this integration ensures that properties are semantically related and considered as a union operation. Moreover, properties that belong to weak entities such as latitude and longitude can be integrated with a post-process task. This integration represents a join operation between two entities not semantically related. In the following subsections, we depict how integration is performed over classes and properties along with the Example 3 to illustrate the integration process.
5.1.1. Integration of classes

Algorithm 4 Incremental global graph integration

Input: Two typed graphs $G_A$ and $G_B$ with a set of class alignments $A_C$, data type property alignments $A_T$, and object property alignments $A_O$, and any property alignments $A_{unused}$ not used in previous integrations (For the first iteration, this parameter is an empty set)

Output: Generates the integrated graph $G_I$ and a set of property alignments $A_{unused}'$

The class integration uses the method $\text{IntegrateClasses}$ implementing all invariants presented in Algorithm 4.

2. This integration type does not require any condition. Note that for invariant I4, we must manage the axioms when an $\text{IntegratedResource}$ of type class is replaced. The method $\text{concordanceRelations}$ in Algorithm 5 takes as input two classes and the IG to ensure that all axioms that are connected to $\text{IntegratedResource}$ (e.g., rdfs:domain or rdfs:range) will reference the $\text{IntegratedResource}$ in the generated IG ($G'_I$). Moreover, as mentioned earlier our approach is class oriented and alignments not used in previous integrations are saved in the set $A_{unused}$. Then, after performing the integration of a pair of classes is recommended to perform an additional step to revise the set $A_{unused}$ that could fulfill the conditions imposed by the properties integration (see section 5.1.2).

Example 4. Retaking the running example, consider the alignments depicted in Table 4 between $G_{CMOA}$ and $G_{Cooperhewitt}$. Let us consider the alignment $\text{Artworks}$ and $\text{Artworks}$. For this case, invariant I1 is applied as illustrated in Figure 9.

For example, two $\text{IntegratedResource}$ were generated: $\text{Artworks}$ and $\text{Creator}$. Note, the set $A_{unused}$ is empty since this is the first integration performed.

<table>
<thead>
<tr>
<th>$G_{CMOA}$</th>
<th>$G_{Cooperhewitt}$</th>
<th>user-provided label $f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artworks</td>
<td>Artworks</td>
<td>Artworks</td>
</tr>
<tr>
<td>Title</td>
<td>Title</td>
<td>Title</td>
</tr>
<tr>
<td>URL</td>
<td>URL</td>
<td>URL</td>
</tr>
<tr>
<td>Creator</td>
<td>Creator</td>
<td>Creator</td>
</tr>
<tr>
<td>Name</td>
<td>Name</td>
<td>Name</td>
</tr>
</tbody>
</table>

Table 4. Discovered correspondences for $G_{CMOA}$ and $G_{Cooperhewitt}$

5.1.2. Integration of properties

The integration of properties distinguishes three cases: $\text{DataTypeProperty}$, $\text{ObjectProperty}$, and $\text{ObjectProperty}$. Those cases require different conditions to allow integrating properties. For $\text{DataTypeProperty}$, we only integrate them if they are of the same entity, that is, if their corresponding domain $\text{rdfs:domain}$ are already integrated into the same $\text{IntegratedResource}$ of type class. Therefore, we include these conditions to all invariants in Algorithm 2 for data type properties.
The integration algorithm uses and integration is very similar to Algorithm 6. The algorithm only requires: IntegratedResource, where

\[
\forall (r, r_\text{f}, l) \in A_0:\nonumber
\begin{align*}
(r_\text{f}, \text{rdfs:domain}, C_\text{r}) &\in G_1 \land (C_\text{r}, \text{rdfs:subClassOf}, C_\text{rA}) \in G_1 \land \\
(r_\text{f}, \text{rdfs:domain}, C_\text{r}) &\in G_1 \land (C_\text{r}, \text{rdfs:subClassOf}, C_\text{rA}) \in G_1 \land \\
(C_\text{IA}, \text{rdfs:domain}, \text{IntegratedResource}) &\in G_1 \land C_\text{IA} = C_{IA} \land \\
(r_\text{f}, \text{rdfs:domain}, \text{IntegratedResource}) &\notin G_1 \land \\
(r_\text{f}, \text{rdfs:property}, \text{property}) &\in G_1 \land \\
(R_\text{f}, \text{rdfs:property}, \text{property}) &\notin G_1 \land
\end{align*}
\]

Algorithm 6 Integration of data type properties — adapted from Algorithm 2

1. \(\forall (R_\text{f}, R_\text{g}, l) \in A_0:\nonumber
\begin{align*}
(R_\text{f}, \text{rdfs:domain}, C_\text{r}) &\in G_1 \land (C_\text{r}, \text{rdfs:subClassOf}, C_{rA}) \in G_1 \land \\
(R_\text{f}, \text{rdfs:domain}, C_\text{r}) &\in G_1 \land (C_\text{r}, \text{rdfs:subClassOf}, C_{rA}) \in G_1 \land \\
(C_{IA}, \text{rdfs:domain}, \text{IntegratedResource}) &\in G_1 \land C_{IA} = C_{IA} \land \\
(R_\text{f}, \text{rdfs:domain}, \text{IntegratedResource}) &\notin G_1 \land \\
(R_\text{f}, \text{rdfs:property}, \text{property}) &\in G_1 \land \\
(R_\text{f}, \text{rdfs:property}, \text{property}) &\notin G_1 \land
\end{align*}
\]

Algorithm 6 represents the \text{IntegrateDataTypeProperties} method in Algorithm 4. The implementation of \text{IntegrateDataTypeProperties} method is similar to Algorithm 2 except for the additional conditions and the manipulation of the domain and range axioms. Note that if the conditions are not fulfilled, the algorithm does not integrate the alignment and only saves the alignment in the set of \text{A\text{unused}} until their domain is integrated into the same way in further integrations. Note that this will depend on the validated result of the schema matching approaches. For the manipulation of the axioms, the domain of the \text{IntegratedResource} of property is an \text{IntegratedResource} of type class. And for the range we assign the more flexible xsd type (e.g., xsd:string). For the integration of object properties we follow a similar approach, we only integrate object properties if their domain and range are already integrated. Then, we add the proper conditions to all invariants presented in Algorithm 2. We present the conditions for invariant 11 for object properties in the following.

\[
\forall (R_\text{f}, R_\text{g}, l) \in A_0:\nonumber
\begin{align*}
(R_\text{f}, \text{rdfs:domain}, C_\text{r}) &\in G_1 \land (C_\text{r}, \text{rdfs:subClassOf}, C_{rA}) \in G_1 \land \\
(R_\text{f}, \text{rdfs:domain}, C_\text{r}) &\in G_1 \land (C_\text{r}, \text{rdfs:subClassOf}, C_{rA}) \in G_1 \land \\
(C_{rA}, \text{rdfs:domain}, \text{IntegratedResource}) &\in G_1 \land C_{rA} = C_{rA} \land \\
(R_\text{f}, \text{rdfs:domain}, \text{IntegratedResource}) &\notin G_1 \land \\
(R_\text{f}, \text{rdfs:property}, \text{property}) &\in G_1 \land \\
(R_\text{f}, \text{rdfs:property}, \text{property}) &\notin G_1 \land
\end{align*}
\]

For the implementation of the \text{Object property} integration is very similar to Algorithm 6. The algorithm only requires the proper conditions and the manipulation of the axioms as we performed for \text{Data type property}. We illustrate the integration of properties in Example 5.

Example 5. Once the class integration is performed, we proceed to integrate \text{Data type property}. Continuing the Example 4, the algorithm will integrate all \text{Data type property} using invariant 11 since their domains were already integrated. In case the domains will not be already integrated, the properties will be saved in the set of unused alignments \text{A\text{unused}}. Figure 10 illustrates the integration process of integrating \text{rdf:Property} and \text{rdfs:Range}. The integration algorithm uses
Finally, the integration of the \texttt{Datatype property} without conditions is a unique case, namely \texttt{(JoinProperty)}, and should be performed in a post-process task. This type of integration is performed when the domains are not semantically related but the properties are semantically related. We can consider this case as a join operation. Algorithm 8 depicts this integration type. Note that this is performed on a user request. Having no conditions allow us to integrate properties from completely different entities. To this aim, the integration of the data type properties considers all invariants of the core Algorithm 2 to create an \texttt{IntegratedResource} of type property. Moreover, we express the join relationship by creating an \texttt{Object property} that connects both domain \texttt{rdfs:Class} of the \texttt{Datatype property}. This object property aims to add semantic meaning to the relation of the properties domain. This \texttt{Object property} is connected to the \texttt{IntegratedResource} using \texttt{(JoinProperty)} to identify that both properties were created by our approach and are part of the join representation.

**Algorithm 8 Join integration**

**Input:** $G_I$ is the integrated graph, $P_A$ and $P_B$ are two data type properties, $l$ is a user-provided label for the aligned resource, and $S$ is a user-provided label for the join representation.

**Output:** Generates the integrated graph $G_I'$.

1. function $\text{JOIN\_INTEGRATION}(G_I, P_A, P_B, l, S)$
2. 3. $\mathcal{A}_{\text{unused}} \leftarrow \mathcal{A}_{\text{unused}}$
4. 5. $P_I \leftarrow \text{generateUR}I(l)$
6. 7. $P_S \leftarrow \text{generateUR}I(S)$
7. 8. $G_I' \leftarrow (\ldots)$ \quad \text{Start of Invariant 11}
8. 9. $G_I' \leftarrow \{P_I, \text{rdf\_type, rdf\_Property}\}$
10. $G_I' \leftarrow \{P_I, \text{rdfs\_subPropertyOf}\}$
11. $G_I' \leftarrow \{P_I, \text{rdfs\_range}\}$
12. $G_I' \leftarrow \{P_I, \text{rdfs\_range}, \mathcal{C}_{\text{unused}}\}$
13. $G_I' \leftarrow \{P_I, \text{rdfs\_range}, \mathcal{C}_{\text{unused}}\}$
14. $G_I' \leftarrow \{P_I, \text{rdfs\_range}, \mathcal{C}_{\text{unused}}\}$
15. $G_I' \leftarrow \{P_I, \text{rdfs\_range}, \mathcal{C}_{\text{unused}}\}$
16. $G_I' \leftarrow \{P_I, \text{rdfs\_range}, \mathcal{C}_{\text{unused}}\}$
17. return $G_I'$ \quad \text{End of Invariant 11}

**5.2. Incremental example**

To perform an incremental integration, we will use the final result of Example 5. For this case, consider the data analyst wants to integrate the typed graph $I(G_{CMOA}G_{Cooperhewitt})$ in Figure 11 with the typed graph $G_{Artists}$ in Figure 13. In this iteration, the schema matching approach proposed the alignments depicted in Table 5. First, we integrate $\texttt{Artists}$. Let us consider the alignment $\texttt{street}$ and $\texttt{title}$. Note that we have two \texttt{(IntegratedResource)} of type...
class in this alignment resulting in the use of invariant \( I4 \) from Algorithm 2. Figure 14 illustrates the integration process for this alignment in which \( \text{Creator} \) and \( \text{Artist} \) are replaced by the new entity \( \text{IntegratedResource} \) of type class, namely \( \text{IArtist} \). Now, the algorithm proceeds to integrate \( \text{GCMOA} \) into \( \text{GArtists} \). The integration process is illustrated in Figure 15. For this case, instead of creating a new \( \text{GCMOA} \) of type property, we reuse \( \text{GCMOA} \). Therefore, we will be a \( \text{GCMOA} \) for \( \text{GCMOA} \). For the last alignment, \( \text{Name} \) and \( \text{Full_Name} \), we replace both \( \text{GCMOA} \) of type property by \( \text{Name} \). In summary, our approach creates one \( \text{GCMOA} \) of type class and two \( \text{GCMOA} \) of type property. The resulting integrated graph is depicted in Figure 16.

![Fig. 14. Result of integrating two integrated classes from I(GCMOA, GCooperhewitt) and GArtists](image)

![Fig. 15. Result of integrating one integrated data type property from I(GCMOA, GCooperhewitt) and GArtists](image)

5.3. Limitations

The integration algorithm presents an incremental approach to integrate typed graphs, however, data can be modeled in different ways which can in turn have an impact during the integration process. To illustrate this, consider the example presented in Figure 17. Let us consider, a data analyst interested to retrieve the country name related to a project. For graph \( G_{d1} \), this information can be obtained by using the property \( \text{hasCountry} \) to retrieve the \( \text{Country} \) entity. However, the graph \( G_{d2} \) has a different way to represent the country information from a project requiring to retrieve \( \text{Location} \) entity using the property \( \text{hasLocation} \) and then using the property \( \text{hasAddress} \) to retrieve the \( \text{Country} \) entity which contains the country information. The main problem in this case is that the alignment is not resource to resource, instead the alignment involves a subgraph to one resource. As far as we know, there is no ontology alignment technique that considers this case and we do not recommend either.

In this case, performing an integration between the graphs \( G_{d1} \) and \( G_{d2} \) using the resources \( \text{Name} \) and \( \text{Country} \) is not recommended. This will have an impact in the effort of integrating future sources as we have an evolving incremental graph where the entities and properties can be integrated only once into an integrated resource. Moreover, allowing integrations between entities with different granularities can cause unexpected and
unknown results when querying the sources. In this case, it is recommended to remodel the typed graph in the earliest integrations to the best modelization criteria according to the user needs. In summary, this work addresses only integration from resource to resource alignments, which is therefore affected by the modeling strategies in the sources. It is part of our future work to try to smooth this problem.

6. Evaluation

This section presents the evaluation results of the proposed approach which comprised a series of experiments to analyze runtime and complexity performance. To this end, we have implemented the NextiaDI library in ODIN [54], a DI system to virtually query heterogeneous data sources. Consequently, ODIN has a more efficient and complete end-to-end DI workflow by reducing the human effort in the generation of DI constructs, which were generated manually by users. With NextiaDI, we have efficiently generated source schemata for data sources, incrementally integrated schemas and derived DI constructs using the generated IG. As a query interface, ODIN presents the user with a global graph. Hence, we have generated a fully merged schema from the integration graph using Algorithm 9, which merges sub-classes and sub-properties into the integrated resource. As follows, we evaluate our two technical contributions (i.e., bootstrapping and schema integration) to assess their complexity and runtime performance. All details and reproducibility instructions can be found in the companion website\(^7\). All experiments were carried out on Intel core i5 having 16GB RAM and 2.3 GHz of the processor on Mac with Java compiler 11.

\(^7\)https://www.essi.upc.edu/dtim/nextiadi/
Algorithm 9 Minimal integrated graph

Input: An integration graph $G_I$
Output: A fully merged integrated graph $G_f$

1: function GENERATEMINIMALGRAPH($G_I$)
2: for all $r \in \{(r, \text{rdf:type, :IntegrationResource}) \mid (G_f)\}$ do
3: if $\{r, \text{rdf:type, rdf:Property} \mid (G_f)\}$ then
4: for all $s \in \{(s, \text{rdfs:subPropertyOf}, r) \mid (G_f)\}$ do
5: $G_f \leftarrow (s, \text{rdfs:domain, ?domain}) \mid (G_f)$
6: $G_f \leftarrow (s, \text{rdfs:range, ?range}) \mid (G_f)$
7: $G_f \leftarrow (s, \text{rdf:type, rdf:Property})$
8: $G_f \leftarrow (s, \text{rdfs:subPropertyOf}, r)$
9: else if $\{r, \text{rdfs:Class} \mid (G_f)\}$ then
10: for all $s \in \{(s, \text{rdfs:subClassOf}, c) \mid (G_f)\}$ do
11: for all $p \in \{(p, \text{rdfs:domain}, $c$) \mid (G_f)\}$ do
12: $G_f \leftarrow (p, \text{rdfs:domain, } s)$
13: $G_f \leftarrow (p, \text{rdfs:range, } c)$
14: $G_f \leftarrow (p, \text{rdfs:range, } s)$
15: $G_f \leftarrow (p, \text{rdfs:range}, c)$
16: $G_f \leftarrow (r, \text{rdfs:subClassOf}, c)$
17: $G_f \leftarrow (s, \text{rdfs:subClassOf}, c)$
18: $G_f \leftarrow (s, \text{rdfs:subClassOf}, c)$
19: return $G_f$

6.1. Evaluation of Bootstrapping

We evaluated the bootstrapping of JSON and CSV data sources by measuring the impact of the schema size. Therefore, we increase the size of the schema elements. This experiment was executed 10 times. We describe the dataset preparation and the results obtained in the following.

Dataset preparation. We generated 100 datasets in JSON and CSV format. The initial JSON dataset contains a schema of 100 keys (9 objects and 91 attributes). We incrementally increased the number of schema elements by appending 50 new keys (1 object with 49 attributes) in the schema. For example, the second and third datasets will contain 150 keys (10 objects and 140 attributes) and 200 keys (11 objects and 189 attributes), respectively. For the initial CSV dataset, the schema contains 91 headers and we incrementally appended 49 new headers.

Results. Figure 18 depicts the correlation between time in milliseconds and the number of keys/headers. Note that in both data sources, the time to generate a typed graph schema depends on the size of the schema. JSON bootstrapping requires more time than CSV bootstrapping since the algorithm will parse one instance of the JSON to generate and homogenize the JSON schema and apply the production rules. The initial dataset took 27 milliseconds to produce a typed graph, while the last dataset, with a schema of 108 objects and 4942 attributes, took 71 milliseconds.

In contrast, CSV bootstrapping requires only the header information to produce a typed graph schema. The initial dataset took 3 milliseconds to produce the typed graph, and the last dataset, with a schema of 4942 headers, took 17 milliseconds. Overall, we can observe some peaks in the trend. However, we consider these peaks are anomalies produced due to the performance of the Java garbage collector since all results are constant within milliseconds.

6.2. Evaluation of schema integration

We evaluate the schema integration under three scenarios: i) increasing the number of alignments in an incremental integration and ii) integrate the same number of alignments but the number of elements in schemas increases and iii) perform integration using real data

6.2.1. Experiment 1 — increased alignments

Dataset preparation. For this experiment, the algorithm requires the generation of schemas and alignments that will be integrated incrementally. In the case of schemas, we reuse the typed graph generated by the initial JSON dataset generated in section 6.1 to generate 100 typed graph schemas. The resulting schema contains 9 classes, 90 data type properties and 1 object property. We generated the alignments for each typed graph increasing by one the number of alignments. Therefore, the first integration generates 1 alignment and the last iteration 100 alignments.
Results. Figure 19 depicts the correlation between time in milliseconds and the number of alignments. We can observe that the time to integrate schemas depends on the number of alignments. The time to integrate one alignment took two milliseconds, while the integration of 100 alignments took 112 milliseconds. Moreover, in iteration 13, the number of integrated classes converged. Then, the remaining iteration reuses all integrated classes by applying invariant I3 from Algorithm 2. For data type and object properties, they converged in iterations 35 and 4, respectively. Then, the remaining iteration did not create any integrated properties. In addition, the final integrated graph contains 1000 classes, 9 integrated classes, 9000 datatype properties, 90 integrated properties, 900 object properties, and 1 integrated object property. Overall, the algorithm efficiently integrates schemas incrementally.

6.2.2. Experiment 2 — increased schema elements

Dataset preparation. For this experiment, we generated 100 schemas using JSON datasets where the number of elements in the schema were increasing by adding 50 keys. For the generation of alignments, we produced 100 alignments in each iteration since the goal is to measure the impact of the schema size in the integration.

Results. Figure 20 depicts the correlation between time in milliseconds and the total number of resources (e.g., classes and properties) in the integrated graph. We can observe that the size of the integrated graph impact the time for integrating alignments. The final integrated graph contains 5950 classes, 9 integrated classes, 256500 datatype properties, 90 integrated datatype properties, 5850 object properties and 1 integrated object property. In total 268400 resources. We consider the impact in the time due to the size of the graph schema is on how Jena manage the graph in memory.

6.2.3. Experiment 3 — real data

Dataset preparation. We have selected two tracks of the Ontology Alignment Evaluation Initiative: anatomy and large biomed track. The former contains the Foundational Model of Anatomy (FMA) with 2744 classes and part of the National Cancer Institute Thesaurus (NCI) with 3304 classes. The alignments provided are 1516 class alignments. The latter contains the FMA with 78998 classes and 15 properties, and NCI with 77269 classes and 186 properties. There are 2686 class alignments for this track.

Results. This integration was performed in one step. For the anatomy track all elements were integrated in 120 milliseconds. The final integrated graph contains 6048 classes and 1516 integrated classes. For the large biomed track all elements were integrated in 3043 milliseconds with 156267 classes, 2686 integrated classes, 78 data type properties and 123 object properties. Overall, our integration approach is efficient when dealing with large schemas as the biomed track.
7. Conclusions and future work

This paper presents an approach for efficiently generating schemas of heterogeneous data sources and incrementally integrating them to facilitate the end-to-end DI workflow. Our bootstrapping is generalizable to any data model and not conditional on the availability of predefined schemas, which are challenging to maintain when new data sources appear, as discussed in the related work section. Our integration approach proposes four main invariants to incrementally generate and propagate corresponding metadata in an integrated graph representing how resources of source schemas are integrated (e.g., union and join). We present the formal foundation for integrating classes and properties, though our approach can be extended by applying the proposed invariants to any resource. Finally, we encapsulate our approach into an open-source library, namely NextiaDI, to provide reusability and easy integration with DI ecosystem tools. We showcase the usability and effectiveness of NextiaDI in the ODIN system to automatically generate the required DI constructs. Our future work considers possible strategies for complex integrations as explained in Section 5.3 to detect and automatize as much as possible those cases as well as enhance other phases of the end-to-end DI workflow, such as schema merging.
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Appendix A. JSON metamodel constraints

In this appendix, we present the constraints considered for the metamodel we adopt to represent the schemata of JSON datasets (i.e., $\mathcal{M}_{JSON}$), which is depicted in Section 4.1.1. Hereinafter, we assume all constraints are applied over a graph $G$ which is typed with respect to $\mathcal{M}_{JSON}$.

**IS-A relationships and constraints on generalizations.** Rule 1 restricts instances of $\mathcal{J}$:DataType to be instances of $\mathcal{J}$:hasValue, $\mathcal{J}$:Object, $\mathcal{J}$:Array, and $\mathcal{J}$:Primitive. Similarly, Rule 9 applies the same strategy to $\mathcal{J}$:Primitive and $\mathcal{J}$:DataType. This property is expressed in Rule 10.

Referential integrity constraints. Rule 8 indicates that an edge labeled with $\mathcal{J}$:hasMember will connect instances of either $\mathcal{J}$:Document and $\mathcal{J}$:Object, or instances of $\mathcal{J}$:Key and $\mathcal{J}$:DataType. Similarly, Rule 9 applies the same strategy to connect instances of $\mathcal{J}$:Object and $\mathcal{J}$:Key using edges labeled $\mathcal{J}$:hasValue. Finally, for the $\mathcal{J}$:hasValue edge label, we use it to connect instances of $\mathcal{J}$:Array to instances of $\mathcal{J}$:DataType. This property is expressed in Rule 10.

Cardinality constraints. Rule 11 states that an instance of $\mathcal{J}$:Document has a single instance of $\mathcal{J}$:Object as root. Then, Rule 12 models a many-to-one relationship between instances of $\mathcal{J}$:Key and $\mathcal{J}$:DataType.

$$∀d.o([d,J:hasValue,o](G)) ⇒ ∃d′.o′′.((d′,J:hasValue,o′) ∧ (d′,J:hasValue,o′′)(G))$$

(11)
Appendix B. RDFS metamodel constraints

In this appendix, we present the constraints considered for the fragment of RDFS that we consider in this paper (i.e., $M_{RDFS}$), which is depicted in Section 4.1.2. All such constraints are based on the RDF Schema 1.1 standard. Hereinafter, we assume all constraints are applied over a graph $G$ which is typed with respect to $M_{RDFS}$.

IS-A relationships and constraints on generalizations. Rule 13 restricts instances of (rdfs:Resource) to be instances of either (rdfs:Property), (rdfs:Class) or (rdfs:Container). Then, Rules 14, 15, and 16 constrain that for any of such subclass instances, the instantiation of the superclass (rdfs:Resource) also exists in $G$. Next, Rules 17 and 18 denote that, respectively, instances of (rdfs:Datatype) are also instances of (rdfs:Class) and instances of (rdfs:Seq) are also instances of (rdfs:Container).

\[
\forall (r, \text{rdfs:type}, \text{rdfs:Resource}(G)) \Rightarrow \exists (r', \text{rdfs:type}, \text{rdfs:Property})(G) \lor \\
(r', \text{rdfs:type}, \text{rdfs:Class})(G) \lor (r', \text{rdfs:type}, \text{rdfs:Container})(G) | r = r' \tag{13}
\]

\[
\forall p((p, \text{rdfs:type}, \text{rdfs:Property})(G)) \Rightarrow \exists ((r, \text{rdfs:type}, \text{rdfs:Resource})(G)) | p = r \tag{14}
\]

\[
\forall c((c, \text{rdfs:type}, \text{rdfs:Class})(G)) \Rightarrow \exists ((r, \text{rdfs:type}, \text{rdfs:Resource})(G)) | c = r \tag{15}
\]

\[
\forall d((d, \text{rdfs:type}, \text{rdfs:Datatype})(G)) \Rightarrow \exists ((c, \text{rdfs:type}, \text{rdfs:Class})(G)) | d = c \tag{16}
\]

\[
\forall s((s, \text{rdfs:type}, \text{rdfs:Seq})(G)) \Rightarrow \exists ((c, \text{rdfs:type}, \text{rdfs:Container})(G)) | s = c \tag{17}
\]

Referential integrity constraints. Rule 19 indicates that the (rdfs:domain) of an instance of (rdfs:Property) is an instance of (rdfs:Class).

\[
\forall p,(p, \text{rdfs:domain}, c)(G) \Rightarrow \exists (p', \text{rdfs:type}, \text{rdfs:Property})(G) \land \\
(c', \text{rdfs:type}, \text{rdfs:Class})(G) | p = p' \land c = c' \tag{19}
\]

\[
\forall p,(p, \text{rdfs:range}, c)(G) \Rightarrow \exists (p', \text{rdfs:type}, \text{rdfs:Property})(G) \land \\
(c', \text{rdfs:type}, \text{rdfs:Class})(G) | p = p' \land c = c' \tag{20}
\]

B.1. Schema integration constraints

Here we present the constraints for the RDFS metamodel extension we consider to support the annotated integration process depicted in Section 5.

IS-A relationships. Rule 21 states that any instance of (IntegratedResource) is also an instance of (rdfs:Resource). Similarly, Rule 22, denotes that any instance of (JoinProperty) is also an instance of (rdfs:Resource).

\[
\forall p,(p, \text{rdfs:type}, \text{IntegratedResource})(G) \Rightarrow \exists ((r, \text{rdfs:type}, \text{rdfs:Resource})(G)) | p = r \tag{21}
\]

\[
\forall p,(p, \text{rdfs:type}, \text{JoinProperty})(G) \Rightarrow \exists ((r, \text{rdfs:type}, \text{rdfs:Property})(G)) | p = r \tag{22}
\]

Referential integrity constraints. Rule 23 denotes that the (rdfs:domain) of a (JoinProperty) instance is an (IntegratedResource).

\[
\forall p, c((p, \text{rdfs:domain}, c)(G) \Rightarrow \exists (p', \text{rdfs:type}, \text{JoinProperty})(G) \land \\
(c', \text{rdfs:type}, \text{IntegratedResource})(G) | p = p' \land c = c' \tag{23}
\]

^https://www.w3.org/TR/rdf-schema/