The OWL Explanation Workbench: A toolkit for working with justifications for entailments in OWL ontologies
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Abstract. In this article we present the Explanation Workbench, a library and tool for working with justification-based explanations of entailments in OWL ontologies. The workbench comprises a software library and Protégé plugin. The library can be used in standalone OWL API based applications that require the ability to generate and consume justifications. The Protégé plugin, which is underpinned by the library, can be used by end-users of Protégé for explaining entailments in their ontologies. Both the library and the Protégé plugin are open-source software and are available for free on GitHub.
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1. Introduction

An ontology is a machine processable artefact that captures the relationships between concepts and objects in some domain of interest. In 2004 the Web Ontology Language, OWL [37,56,25], became a World Wide Web Consortium Standard. Since then, it has become the most widely used ontology language, being adopted all over the world by academia and industry alike.

One of the key aspects of OWL is that it is built upon the foundations of a Description Logic. Description logics [3] are a family of knowledge representation languages which are typically \textit{decidable fragments} of First Order Logic. This logical foundation gives statements made in OWL a precisely defined, unambiguous meaning. Moreover, it makes it possible to specify various automated reasoning tasks, and to use “off the shelf” description logic reasoners such as FaCT++ [72], HermiT [60], Pellet [68], Racer [26], ELK [46] and CEL [1] for computing relationships between the various concepts and objects that are expressed in an ontology. With reasoning, conclusions that were explicit, but not stated in the original ontology, can be made explicit—conclusions can be \textit{inferred}.

A consequence of the fact that OWL corresponds to a highly expressive description logic is that unexpected and undesirable inferences (entailments), can arise during the construction of an ontology. The reasons as to why an entailment holds in an ontology can range from simple localised reasons through to highly non-obvious reasons. In the case of very large ontologies such as the National Cancer Institute The-
saurus [22], which contains over 80,000 axioms, or the large medical ontology SNOMED [69], which contains over 300,000 axioms, manually pinpointing the reasons for an entailment can be a wretched and error prone task. Without automated explanation support it can be very difficult to track down the axioms in an ontology that give rise to entailments. It is for this reason that automated explanation is an important topic in this area.

Indeed, since OWL became a standard, there has been a widespread demand from ontology developers for tools that can provide explanations for entailments. Some common tasks that prompt a demand for explanation facilities are:

1. Understanding entailments—A user browsing an ontology notices an entailment and opportunistically decides to obtain an explanation for the entailment in order to find out what has been stated in the ontology that causes the entailment to hold.

2. Debugging and repair of ontologies—A user is faced with an incoherent or inconsistent ontology, or an ontology that contains some other kind of undesirable entailment. They need to determine the causes of the entailment in order to understand why it holds so that they can generate a repair plan.

3. Ontology comprehension—A user is faced with an ontology that they have not seen before. In order to get a better picture of the ontology they use various metrics such as the number of entailments, the average number of explanations for an entailment and so on. This helps them to build up an image of how complex the ontology is in terms of expressivity. Is also provides them with more information if they need to decide whether they like the ontology or not.

1.1. Justification Based Explanation

In the world of OWL there has been a significant amount of research devoted to the area of explanation and ontology debugging. In particular, research has focused on a specific type of explanation called justifications [4,65,39,5]. A justification for an entailment in an ontology is a minimal subset of the ontology that is sufficient for the entailment to hold. The set of axioms corresponding to the justification is minimal in the sense that if an axiom is removed from the set, the remaining axioms no longer support the entailment.

More precisely, given an ontology $O$ and an entailment $\eta$ such that $O \models \eta$, $J$ is a justification for $\eta$ in $O$ if $J \subseteq O$, $J \models \eta$, and for all $J' \subseteq J$ it is the case that $J' \not\models \eta$.

Justifications have turned out to be a very attractive form of explanation: They are conceptually simple, they have a clear relationship with the ontology from which they are derived, there are off-the-shelf algorithms for computing them, and there are simple presentation strategies which work well most of the time.

In this article we present the Explanation Workbench, a library and tool for working with justification-based explanations of entailments in OWL ontologies. The workbench comprises a software library and Protégé plugin. The library can be used in standalone OWL API based applications that require the ability to generate and consume justifications. The Protégé plugin, which is underpinned by the library, can be used by end-users of Protégé for explaining entailments in their ontologies. Both the library and the Protégé plugin are open-source software and are available for free on GitHub.

2. Preliminaries

OWL, Ontologies and Entailments—OWL is the latest standard in ontology languages from the World Wide Web Consortium. Rather than providing a detailed description of the language, we refer the interested reader to the OWL primer [29], the OWL overview [25] and associated documents, and we simply provide the bare minimum details required for this article. An OWL ontology is a finite set of axioms (statements) that describe the domain modelled by the ontology. Axioms may be divided into logical axioms (corresponding to sentences in the logic that underpins OWL) and non-logical axioms (used for labelling and annotating things). From this point forward we ignore non-logical axioms and when we say axioms we mean logical axioms. We say that axioms contained within an ontology are asserted axioms—that is, they have been explicitly written down, or asserted, by a person (or process). The asserted axioms in an ontology give rise to entailed axioms, or simply entailments, which follow as a logical consequence of the asserted axioms. For example, the ontology $O = \{ \text{Golf SubClassOf Car}, \text{Car SubClassOf Vehicle}, \text{Car SubClassOf hasPart some Engine} \}$ contains three asserted axioms and, amongst other things, entails the (non-asserted) axiom [ Golf
SubClassOf Vehicle $1$. For a given ontology $\mathcal{O}$, and axiom $\alpha$ we write $\mathcal{O} \models \alpha$ if $\mathcal{O}$ entails $\alpha$. Further more, if $\mathcal{O} \models \alpha$ there is a (possibly empty) subset of $\mathcal{O}$ that causes it to entail $\alpha$. Finally, entailments can automatically be checked using an OWL reasoner.

**Justifications** A justification $\mathcal{J}$ for an entailment $\alpha$ in an ontology $\mathcal{O}$ is a minimal subset of $\mathcal{O}$ that is sufficient to entail $\alpha$. More precisely, $\mathcal{J}$ is a justification for $\mathcal{O} \models \alpha$ if $\mathcal{J} \subseteq \mathcal{O}$, $\mathcal{J} \models \alpha$, and for any $\mathcal{J}^1 \subseteq \mathcal{J}$ it is the case that $\mathcal{J}^1 \not\models \alpha$.

**Laconic Justifications** Justifications operate at the level of asserted axioms. While it is the case that all axioms in a justification are required for the entailment in question to hold, it may be the case that not all parts of axioms within a justification are required to support that entailment. For example, given $\mathcal{J} = \{ \text{Golf SubClassOf Car and hasManufacturer value Volkswagen } \}$ for the entailment Golf SubClassOf Car, it is clear that the conjunct hasManufacturer value Volkswagen is superfluous as far as the entailment is concerned. Intuitively, a justification, none of whose axioms contain superfluous parts for the entailment in question, is known as a laconic justification. A more precise definition and characterisation of laconic justifications may be found in [30].

**Computing Justifications** Algorithms for computing justifications may be categorised into glass-box algorithms and black-box algorithms. The distinction between these two categories is down to the part played by a reasoner when computing justifications. A glass-box algorithm implementation is tightly interwoven with a specific reasoner and computes justifications during standard reasoning tasks (during entailment checking for example) as a side effect of reasoning. A black-box algorithm, on the other hand, is not tied to a specific reasoner, but can be used with any OWL reasoner. Black-box implementations simply use a reasoner as an entailment checking oracle when computing justifications. In the early days of explanation research, it was thought that glass-box algorithms were essential for good performance. However, recent research has shown that this is not the case, and that black-box algorithms can be used in applications that require robust, high performance justification computation subroutines [30]. In this work, the explanation workbench and API supports either glass-box or black-box implementations, however the reference implementation is a black-box algorithm.

### 3. The Rise to Prominence of Justifications

In order to provide some context for this work and our framework, in what follows we provide an overview of justification based explanation, tracing it back to its roots and forward to its use today.

Explanation has long been recognised as a key component in knowledge representation systems [55,9,56,53]. One of the most prominent early Description Logic systems to feature an explanation component was the CLASSIC [11] system, where explanation was recognised as being very important for the usability of the system [55]. In this early work, an explanation was essentially regarded as a proof, or a fragment of a proof, which explained how a reasoner proved that an entailment held in some ontology. In fact, there was a general feeling that an explanation system had to be closely allied with the reasoning system that proved entailments [54], and that proof based explanations were essentially *declarative* views on the structural reasoning procedures that were used at the time. This was a point of view that was maintained when more expressive Description Logics, such as $\mathcal{ALC}$ [66], which featured sound and complete tableau-based reasoning procedures [6], started to come to the fore. Indeed, the notion of proof-based explanations was defined for $\mathcal{ALC}$ in [10], extended and implemented in one form or another in [49] and [52], and also relatively recently adapted to the DL-Lite [13] family of Description Logics in [12], and the $\mathcal{EL}++$ [2] based OWL2EL profile [59] in [45].

#### 3.1. From Proofs to Justifications

While the ideas of proof based explanations in Description Logics are still around, the years between 2003 and 2005 marked a turning point in explanation for OWL based systems. Specifically, the fundamental idea of what constituted an explanation completely changed. This paradigm shift was centred around two seminal pieces of work: The first by Schlobach and Cornet [65] in 2003, and the second by Parsia, Kalyanpur et al. [61] in 2005.

In [65], Schlobach and Cornet presented work on diagnosing and repairing ontologies that contained unsatisfiable concepts. Their work, part of which turned
out to be closely related to early work by Baader and Hollunder [4], was motivated by the DICE ontology [17,18] which is a large Description Logic based ontology for intensive care. Most importantly, Schlobach and Cornet introduced the notion of Minimal Unsatisfiable Preserving Sub-TBoxes (MUPS). These are minimal subsets of an ontology that are sufficient for entailing the unsatisfiability of a particular concept, and in essence are justifications for unsatisfiable classes.

In 2004, the Web Ontology Language OWL became a W3C recommendation (standard). However, people had already begun to build OWL ontologies before this. First using early editors such as OilEd [9], which were originally built for editing DAML+OIL [35] ontologies—a precursor to OWL, and then using early versions of Protégé [47] and Swoop [40]. During this time, despite earlier work on proof based explanation, it became apparent that the tools and techniques for debugging inconsistent ontologies, or ontologies containing unsatisfiable classes, were practically non-existent. Ontology developers used trial and error to resolve problems, essentially ripping out axioms from their ontologies until classes turned satisfiable or the ontologies turned consistent. The only indications and debugging cues that were available were error messages saying that an ontology was inconsistent, or class names were painted in red to indicate that classes were unsatisfiable. It was obvious to those in the area that some sort of automated debugging support was desperately needed.

It was at this time that Parsia and Kalyanpur began to investigate techniques for the debugging and repair of OWL ontologies. In [61], and then in subsequent publications [44,42,43], they introduced various important OWL ontology debugging techniques. Ultimately, Kalyanpur and Parsia were responsible for seeing the value of justifications as explanation and debugging devices and bringing justification based explanation to the masses in Swoop. This work culminated in Kalyanpur’s PhD thesis [39] which brought the notions of justifications, root unsatisfiable classes\(^2\), and justification based repair together and demonstrated the overwhelming benefit of justification-based debugging support for repairing ontologies.

\(^2\)A root unsatisfiable class is a concept name, in the signature of an ontology, whose unsatisfiability does not depend upon the unsatisfiability of some other concept name in the signature of that ontology.

3.2. Justification Based Explanation Today

In years following both Schlobach’s and then Parsia and Kalyanpur’s work there has been a huge interest in this area, and other researchers began to work on methods and techniques for computing and working with justifications [51,57,48,5,41,50]. Such was the demand for explanation by people developing and working with ontologies, many of the major ontology development environments began to offer justifications as a popular form of explanation.

While the primary use of justifications is still explanation, people are also increasingly using them to get a feel of the “shape” of an ontology. In this case, when people come across an arbitrary entailment, they request a justification for the entailment so as to get a feel as to what kinds of axioms and constructs in the ontology give rise to the entailment.

3.3. Justifications in Auxiliary Services

Justifications are also increasingly being used for purposes other than explanation. For example, they are used for enriching ontologies [64], belief base revision [27], scalable ABox reasoning [19], incremental reasoning [15], reasoner completeness testing [71], meta-modelling support [21], default reasoning [63] and elimination of redundant axioms in ontologies [24]. There is plenty of evidence that they have utility within the OWL and Description Logic communities beyond the starting point of explanation.

3.4. Justifications in Other Fields

Finally, although Schlobach and Cornet were the first to introduce minimal entailing sets of axioms as forms of explanation to the Description Logic community, the same notion is also used in other communities. For example, minimal conflict sets (MCSs) in the area of model based diagnosis [62,28] correspond to justifications. Similarly, irreducible inconsistent systems (IISs) [14] in the area of linear programming also correspond to justifications, and kernels in belief revision.

Lastly, the Propositional Logic reasoning community use Minimal Unsatisfiable Sub-formulae (MUSes) for explaining why a set of clauses is unsatisfiable [8].

3.5. Summary

In summary, justifications are a widely used form of explanation. They dominate the current crop of tools
and techniques for debugging and repairing ontologies, and they are widely used for purposes other than explanation.

The widespread use, and potential utility, of justifications underlines the importance of having a robust off-the-shelf, tool independent, API and reference implementation for computing justifications. Furthermore, an end-user facing tool that uses such an API for computing justifications is likely to be of benefit for users of a mainstream ontology editor such as Protégé.

4. The OWL Explanation Workbench

The OWL Explanation Workbench is a software suite for computing, analysing and viewing justifications for entailments in OWL ontologies. The workbench comes in two distinct parts: (1) A standalone Java library for computing and examining justifications, and (2) A graphical user interface, in the form of a Protégé plugin, for computing and viewing justifications for entailments within the Protégé ontology development environment. The latter uses the former as a dependency under the hood.

4.1. The OWL Explanation Library

Using the Library The OWL Explanation Library is written in Java and interfaces with the OWL API [32]. It is open source and is available on GitHub. The library is set up as a Maven project and releases are published on Maven Central so that any Maven project may simply import and use the library as a dependency. Detailed instructions for using the library may be found on the library’s GitHub home page.

An API and Reference Implementation The library provides an explanation Application Programmer Interface (API) with high-level interfaces for representing justifications and strategies for computing justifications. It also contains an optimised reference implementation that includes black-box algorithms for computing both regular and laconic justifications for an entailment in a set of axioms (or OWL API OWLOntology object). It is possible to compute either a single justification for a given entailment, or, incrementally compute all justifications for an entailment.

While the out-of-the-box justification finding algorithms are black-box algorithms, the use of Java interfaces to represent justification computation strategies allows any concrete justification generator, including glass-box based algorithms, to be “plugged in” to the framework—clients that use these interfaces can therefore remain oblivious to changes in the concrete implementation that is used to find justifications.

The library uses a suite of optimisations, including: syntactic-locality-based modules [16] (to limit search space and boost entailment checking performance), a structural expansion stage [39] (which also helps limit search space), a divide and conquer pruning strategy [67] (which has been empirically shown to offer best performance over similar strategies), and standard Hitting Set Tree (HST) optimisations [62,20] (for computing all justifications). Together these optimisations have been empirically found to result in good performance for naturally occurring ontologies [30,38].

Utilities In naturally occurring ontologies there can be numerous justifications for entailment. In particular, there can be hundreds of justifications for an inconsistent ontology (the entailment owl:Thing SubClassOf owl:Nothing) [30,34]. The API therefore features the ability to monitor the progress of computing justifications. This simple, but handy, functionality allows applications the freedom to terminate the computation run if they have found enough justifications for their purpose. In tools such as the explanation workbench plugin for Protégé, the practical upshot of this is that it allows a progress bar to be displayed so that users can choose to cancel the computation at their discretion. The API also allows a timeout to be specified so that clients can simply compute as many justifications as possible within some time period.

Finally, the explanation workbench library contains a heuristic implementation for computing root unsatisfiable classes [39] contained in the signature of an incoherent ontology. Intuitively, a derived unsatisfiable class is an unsatisfiable class whose (un)satisfiability depends upon the (un)satisfiability of another class. For example, if A is unsatisfiable, given the axiom B SubClassOf hasPart some A we say that B is a de-

---

3 https://github.com/matthewhorridge/owlexplanation

4 http://maven.org with a groupId of net.sourceforge.owlapi and an artifactId of owlexplanation

---

5 An unsatisfiable class is a class that is always interpreted as the empty set. Thus, it cannot have any instances. Unsatisfiable classes are generally the result of modelling errors and should be fixed before the ontology in question is published.
Fig. 1. The Explain Inference Buttons. Clicking on a question mark button will cause justifications to be computed for the axioms underlying the corresponding row. For example, clicking the button next to AliphaticAminoAcid causes justifications for Tyrosine SubClassOf AliphaticAminoAcid to be computed. Note that the rows with the yellow background indicate inferred axioms that are not asserted. Rows with the white background indicate axioms that are asserted. It is possible to ask for justifications for both, since an asserted axiom may also be entailed due to some reasoner besides being asserted.

Derived unsatisfiable classes. Classes that are not derived-un satisfiable classes are known as root-un satisfiable classes. The ability to find root-un satisfiable classes is useful because computing justifications for root-un satisfiable classes, and then using these justifications to repair the root-un satisfiable classes automatically results in derived-un satisfiable classes being repaired. This functionality was used to great effect in an OWL version of the TAMBIS ontology [70], which has one hundred and forty four unsatisfiable classes in its signature with just three of these classes being root-un satisfiable classes.

4.2. The OWL Explanation Workbench Protégé Plugin

The other major part of the explanation workbench is a user-facing plugin for Protégé. The plugin allows justifications for inferences that are shown in various places in the Protégé user-interface to be computed. The plugin is built upon the afore mentioned library and therefore supports both the computation of regular justifications and laconic (fine-grained) justifications for entailments.

Invoking and Using the Workbench In order to invoke the workbench from within Protégé, the user presses one of the “Explain inference” buttons that are visible through the Protégé user-interface after reasoning has been invoked. An example, taken from the Class Description View, is shown in Figure 1 — the explain inference buttons are the circles containing question marks. Upon pressing the button computation of regular justifications for the selected entailment begins. The reference implementation black-box justifications finding algorithm is used in conjunction with the reasoner that is selected in Protégé as a backing-reasoner (i.e. if FaCT++ is selected and was used to perform reasoning in Protégé, then FaCT++ will also be used for computing justifications). Furthermore, justifications can be computed for both consistent and inconsistent ontologies. Prior to the Explanation Workbench Library and Plugin being released, an off-the-shelf solution for computing justifications for inconsistent ontologies was not available.

During the computation phase, a progress window is displayed that indicates how many justifications for the given entailment have so far been computed. Up until the point where all justifications have been computed, the user is free to halt the process so that they can see the justifications that have so far been computed. This feature was found to be necessary as certain entailments in naturally occurring ontologies can have hundreds of justifications [30]. While it is usually possible to compute all justifications for an entailment [30], in some cases it is not possible to compute all justifications within a reasonable time-frame (e.g. 10 minutes). In these cases, it is typically still extremely beneficial to examine the justifications that have been computed, as this allows the user to get a feeling for why an entailment holds and can also allow them to incrementally repair an ontology [34].

At the point when all justifications have been computed, or the user halted the current run, the explanation workbench window shown in Figure 2 is displayed. The window shows the computed justifications in a series of boxes, with one box for each justification. The ordering of justifications within the workbench window is computed using a notion syntactic complexity. Justifications with fewer types of class expressions and axioms are displayed towards the head of the list, while more complex justifications that contain a larger number of axiom and class expression types are displayed towards the tail of the list. While this strategy needs empirically verifying in order to determine whether or not it is truly beneficial to the user, the intuition behind it is that simpler justifications, that allow users to quickly spot errors, or determine why an entailment holds, are shown first.

http://robertdavidstevens.wordpress.com/2010/12/18/the-tambis-ontology/
Display all regular or all laconic justifications for the current entailment

- Show regular justifications
- Show laconic justifications
- All justifications
- Limit justifications to 2
- Display laconic justification for this justification

Justification Presentation
Each axiom within a justification is shown on a separate line (Figure 3) and is numbered for ease of reference in publications or presentations. Axioms are displayed using the Manchester Syntax [33], which is used throughout Protégé as the default syntax for viewing and editing class expressions. Furthermore, the class, property, and individual names that appear in a justification are hyperlinked and users may click on them to select the entity in the main editor window of Protégé. This allows the user to examine other parts of an entity definition that may not appear in a justification, but which may be useful for deciding upon a repair strategy.

Ordering and Indentation
A simple ordering and indenting strategy, that was first proposed by Kalyanpur [39], is used for displaying the axioms in a justification. In essence the strategy determines the position of an axiom in the list based on its signature and the positions of entities within the axiom itself. Roughly speaking, axioms that define entities used in some other axiom will appear indented below that axiom. For example, taking A SubClassOf B and C SubClassOf D, the second axiom will appear indented after the first, because the first axiom uses B to define A and the second axiom defines B. An example of the effect of indentation is shown in Figure 3, which presents (part of) a justification for an entailment from the clinical ontology SNOMED-CT (courtesy [58]).

Highlighting and Popularity
As can be seen from Figure 2, axioms can be painted with a green or white
Fig. 3. An example of this indentation and ordering of axioms that is used to aide reading. This example is taken from an explanation for an entailment "Short-sleeper (disorder) SubClassOf Disorder of brain (disorder)" in SNOMED-CT. The second axiom, which states that Sleep disorder (disorder) is a kind of Disease (disorder) is indented and placed below the first axiom, which uses Sleep disorder (disorder) as part of its definition.

5. Uptake and Usage

The OWL Explanation Workbench plugin for Protégé is bundled with and distributed along with Protégé 5. While we do not have precise metrics for how often the plugin is actually used, we note that Protégé has over 100,000 registered users. Furthermore,
the plugin is tightly integrated with the main editor and appears to users by default, without any extra configuration on their part.

6. Conclusions and Future Work

In this article we have presented the explanation workbench a Java library for computing justifications that interfaces with the OWL API and a user interface in the form of a Protégé plugin. The library and plugin are freely available under an open source license, along with all source, code on Github. The explanation library can be used in stand alone applications that require the ability to compute and consume justifications or laconic justifications, and the explanation workbench plugin is bundled with the Protégé 5 distribution.
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