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Abstract. Over the last ten years, scientific workflows have become an important technology in modern scientific computa-
tion, which facilitates scientists to perform data management, analysis, and simulation, e.g., in scientific experiments. Flexible
workflow design, adaptable execution models and reproducibility are the fundamental requirements of scientific workflows. In
this paper, we identify several critical elements for flexible and adaptable scientific workflow management systems and provide
an extensive survey of current efforts in the Semantic Web community to combine and use semantic technologies for scientific
workflows.
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1. Introduction

In recent years, scientific workflows are gaining
more and more attention to support scientific compu-
tations and experimenting. A scientific workflow rep-
resents and manages complex distributed computa-
tions and accelerates the pace of scientific progress in
many scientific areas [49], such as: astronomy, ecol-
ogy, bioinformatics, earth science and etc. Scientists
can benefit from an explicitly modeled and executed
workflow not only because it utilizes various resources
from different administrative domains and automates
troublesome experimental process, but also automati-
cally captures provenance information in detail, which
is critical for further verification, analysis and new dis-
covery.

Workflow technology was first adopted in the busi-
ness domain for business processes to optimize an
organization’s processes in an administrative context.
Over the years, many competing specifications and
standards were proposed, some of which have become
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broadly accepted and used, superseding others [8]. For
instance, the Business Process Execution Language
(BPEL) [4] is a standard way of orchestrating Web
service execution in a business domain and the Busi-
ness Process Model and Notation (BPMN) has be-
come a broadly accept way to model business pro-
cesses. However, scientific workflows have some extra
requirements over their business counterparts, and it is
inadvisable to directly reuse the technologies from the
business community.

In contrast to traditional business workflows, scien-
tific workflows are exploratory in nature and often ex-
ecuted in a what-if or trial-and-error manner [45,6].
Their outcome might be used to confirm or invalidate a
scientific hypothesis or serve some similar experimen-
tal goals, which involve many repetitive, synchronous,
and concurrent tasks. Scientific workflows are more
dataflow-oriented and data is often streamed through
independent processes. Furthermore, scientific work-
flows are usually executed in an evolving environment,
where distributed resources integrated are not only het-
erogeneous, but also may come and disappear at any
time. Therefore, a scientific workflow system which is
resilient to the volatile execution environment and sup-
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ports dynamic and adaptive workflow execution is the
ultimate goal of the scientific workflow community. To
achieve this, firstly, it is necessary to provide a flex-
ible scientific workflow specification, which supports
adaptive execution based on the real-time context dur-
ing execution. Besides, the specification should pro-
vide an abstraction level on different heterogeneous re-
sources and facilitate workflow engines to select avail-
able concrete resources at runtime. This goal also im-
poses some new challenges, such as: methodologies
are required to support the mapping between the ab-
stract description and concrete resources and to pro-
vide flexible exception handling strategies; and it is
more complicated to record provenance information
in such a highly dynamic and heterogeneous environ-
ment.

Over the years, different solutions to these chal-
lenges have been proposed, in order to improve the
flexibility and adaptability of scientific workflows. Al-
though, there are numerous independent efforts to
make scientific workflows more flexible and adapt-
able, there is a new tendency towards the inclusion
of semantic information, ontologies, and execution
rules inside the workflow execution [2]. Currently, the
Semantic Web is a very active community engaging
in incorporating semantics into traditional resources
and many innovative technologies and standards have
been proposed. The Semantic Web extends traditional
web resources with additional metadata and seman-
tic knowledge and allows knowledge to be shared and
reused across applications, enterprises, and commu-
nity boundaries. It is built on W3C’s Resource De-
scription Framework1 (RDF, which is a metadata data
model for data interchange on the Web), and Web On-
tology Language2 (OWL, which explicitly represents
the relationships between things based on RDF) and
the Rule Interchange Format (RIF) and RuleML3. The
inclusion of Semantic Web technologies in scientific
workflow gives many advantages. Incorporating se-
mantics to workflow specification provides a more nat-
ural and powerful language, which enables scientists to
capture scientific process in a flexible and abstract way.
By adding semantic annotations into Web Services,
which are regarded as a unit of workflow for complet-
ing certain goals, it enables workflow engines to dis-
cover and select the optimal services at runtime. More-
over, the inclusion of semantic information into prove-

1http://www.w3.org/RDF/
2http://www.w3.org/TR/owl-features/
3http://www.w3.org/2005/rules/wiki/RIF_Working_Group

nance data allows applications unambiguously inter-
pret data in the correct context. It is worth noticing that
we call the scientific workflow, which supports flexi-
ble design and adaptable execution based on Seman-
tic Web technologies, a semantic scientific workflow
in the survey.

Existing semantic related efforts in scientific work-
flow systems have not been systematically studies yet,
which led to broad variety of solutions, ranging from
adding semantic information to existing Web Services
to rule-based execution at runtime. In this survey, we
review existing efforts which incorporate the achieve-
ments of Semantic Web community into scientific
workflows for the purpose of making them more flexi-
ble and adaptable. Based on this survey we will make
some suggestions for the future development of scien-
tific workflows.

The rest of the paper is structured as follows: Sec-
tion 2 describes some key requirements of scientific
workflows. Based on them, we identify several critical
elements to a flexible and adaptable scientific work-
flow: flexible scientific workflow definition, semantic
service description, adaptive workflow execution and
semantic provenance. Section 3, 4, 5 and 6 introduces
existing efforts from the Semantic Web community on
each element and provides critical analysis in terms of
the requirements of scientific workflow. Finally, Sec-
tion 7 makes a number of suggestions for the future
development of scientific workflow and concludes the
paper.

2. Scientific Workflow Requirements Analysis

Compared to traditional business workflows, sci-
entific workflows have an extra set of requirements,
which is the reason why many efforts designed and de-
veloped scientific workflow systems from the scratch,
instead of reusing mature specifications from business
domain. In what follows, we firstly present some key
requirements of scientific workflows. Based on them,
we identify several important elements for flexible sci-
entific workflows and analyse how they benefit from
Semantic Web technologies.

2.1. Key Requirements of Scientific Workflow

Typical features of scientific workflows and their
challenges have been identified based on a compara-
tive study with traditional workflow in business do-
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main [31,49,44,8,48,6]. Here, we enumerate some of
the relevant requirements.

Service composition & reuse A workflow is the
composition of services and their dependencies to
complete a more complex work. It is not only neces-
sary to reuse single services, but also to treat a work-
flow itself as a senior service and incorporate into an-
other workflow. In other words, both of them need to
be represented and managed in uniform way.

Flexibility denotes the ability of a workflow system
to react to changes in its environment. Scientific work-
flows need a flexible design to support exploration and
a flexible modification based on dynamic context at
runtime.

Scalability With the experimental goal, scientific
workflows are usually executed in an exploratory way
and might require resources that are not predefined. It
should scale with number of utilized services, data or
calculation resources.

High Usability Scientists usually are non-computer
experts, and a scientific workflow system should hide
the complexity of underlying infrastructures and allow
the same information to be shown at various levels of
abstraction, depending on who is using the system.

Reliability and fault-tolerance denotes the abil-
ity of being failure-resistant, since scientific workflows
are often executed in an evolving environment with
heterogeneous resources.

Reproducibility A scientific workflow should be re-
producible and record the specific details of creating
a derived data product. The provenance data logs the
sequence of steps, parameter settings and intermediate
products and are very helpful for scientists to repeat a
workflow or to validate their assumptions.

2.2. Important Elements to Semantic Scientific
Workflow

The requirements mentioned above portray the dif-
ferent features of scientific workflow, however, they
are not independent to each other. This is the reason
why scientific workflows have not been widespread ap-
plied as their business workflow counterpart.

The complexity of a scientific workflow lies in its
experimental goal and unreliable execution environ-
ment. Scientific workflows are usually executed in
a highly heterogeneous and distributed environment,
which is unreliable and evolving all over the time. For
the purpose of improving reliability and handling var-
ious exceptions, an adaptive execution which dynam-
ically selects available services or modifies the struc-

Fig. 1. Rule Responder Interface Description

ture of a workflow at runtime runs first in the develop-
ment of a scientific workflow.

Adaptive execution not only involves concrete ser-
vice selection and exceptions handling in a workflow
engine that should have knowledge to support this, but
also the workflow specification should be flexible and
abstract to accommodate service discovery at runtime.
To achieve this, it is promising to incorporate seman-
tics into both workflow specification and service de-
scription. The semantic description of services gener-
ally includes its syntactic structure and validation rules
(e.g. precondition, postcondition, etc.), which are used
for discovery and evaluation of resources at runtime.
On the other hand, a workflow specification enhanced
with semantic rules facilitates scientists to describe
more complex decision and behavioral logics and also
accommodates adaptable execution with more intelli-
gent strategies, such as: following alternative execu-
tion paths in case of errors or unexpected exceptions.

Another important element of scientific workflow is
provenance, which is used for verification, reproduc-
tion and analysis of scientific workflows. It becomes
even more important in the context of flexible and dy-
namic execution environments. And, with the expo-
nentially increasing volumes of data from scientific
experiments, it is necessary to employ semantics into
provenance in order to unambiguously interpret data in
the correct context.

Of course, there are other important elements of sci-
entific workflows, such as: workflow scheduling, data
movement, etc. We can see that flexible workflow com-
position, adaptive workflow execution, semantic task
description and semantic provenance are the most sig-
nificant elements dominating the flexible and adaptive
of scientific workflow, as shown in Figure 1. Each ele-
ment plays a critical role for the development of flex-
ible and adaptable scientific workflows in future. In



4 Zhili Zhao and Adrian Paskchke. / A Survey on Semantic Scientific Workflow

what follows, we look at each element and analyse ex-
isting proposals in detail.

3. Flexible Scientific Workflow Definition

Flexible scientific workflows require a flexible de-
sign of complex experimental logics, but also an intu-
itive way to describe user requirements to find a con-
crete service at runtime. In this section, we present
some approaches for flexible workflow design and as-
sess them.

3.1. OWL-S/OWL-WS based Workflow Definition

OWL-S4 builds on OWL and describes the proper-
ties and features of web service in a machine-readable
markup language (We will present how it describes
Web Services in Section 4.1). Besides, OWL-S also
provides a composite process to express most of basic
control and data flows constructs necessary for spec-
ifying a workflow of services, such as: sequence, if-
then-else, split + join, choice, condition, iterate, etc.
However, OWL-S focuses on modeling a workflow
that is internal to a single service, i.e. an OWL compos-
ite process (workflow) specifies the steps interacting
with a single service implementation, which does not
accord with the reality. OWL-WS [11] is an extended
version of OWL-S invented by NextGrid5 project and
standards for OWL for Workflows and Services. It en-
forces OWL-S and allows a grounding being com-
posed by components referring different services to de-
scribe more realistic and complicated processes. How-
ever, the application of both OWL-S and OWL-WS
hasn’t been prevalent for lack of tools to support the
development [40]. In addition, there is no mechanism
designed for handling exceptions at runtime.

3.2. Rule-based Service Composition

Rule-based approaches are another way to support
more flexible service composition and model the logic
of process with a set of rules using declarative lan-
guages. In [2], Marc Frincu et al. look at scientific
workflows from a distributed system perspective and
shot that rule-based workflow composition has advan-
tages to handle issues related to scalability, failure tol-
erance, data integrity and scheduling. They give an

4http://www.w3.org/Submission/OWL-S/
5http://www.nextgrid.org/

overview on typical workflow issues and solutions and
present a simple ECA rule-based workflow formalism
for self-adaptation and auto-generation. [18] also de-
scribes an ECA-based workflow management system
for service composition. An automatic event composi-
tion algorithm is developed to automate the event pro-
cessing and validate the manual activities composition
at design time. Compared to [2], [18] and its evolution-
ary work [46] are more sophisticated and a prototype
is given. [47] proposes a declarative and rule-driven
framework to dynamic service composition, while its
ramification are further explored and illustrated with a
realistic case study. In contrast to other efforts in rule-
based workflow formalism, they also aim at provid-
ing flexible workflow orchestration in the business do-
main [14,30,40]. We can see that, the work mentioned
above primarily focus on a flexible design, and are lim-
ited to other important requirements of scientific work-
flows, such as: exception handling, reproducibility, etc.
Moreover, a rule-based workflow definition is usually
very complicated for non-IT scientists, who have to
learn extra knowledge before using it.

3.3. Agent-based Service Composition

Adam Barker et al. [10,9] propose to capture scien-
tific processes with the MultiAgent Protocol (MAP),
which allows the typical features of scientific work-
flow requirements to be understood in terms of pure
coordination and to be executed in an agent-based,
decentralized, peer-to-peer architecture. The authors
present a motivating scientific workflow taken from the
Large Synoptic Survey Telescope (LSST) and show
how the agent-based approach is helpful to classify
previously unknown objects. Each agent taking part in
the interaction adopts a role, by which the agent ref-
erences a reasoning Web Service that implements all
the decision procedures required for that role type. [16]
presents an approach to specify a workflow as multi-
agent system, which can intelligently adapt to chang-
ing environmental condition. The authors of [16] ar-
gue that Adaptive Workflow = Web Services + Agents,
where the Web services provide computational re-
sources and the Agents provides a coordination frame-
work. The initial social order of a multi-agent system
is described by BPEL for Web Services (BPEL4WS).
[28] describes an approach to build a multi-agent sys-
tem, which can enact a set of workflows and cope
with exceptions. The authors of [28] also represent
how Semantic Web languages (such as: OWL-DL [24],
SWRL [25]) can be used to describe organizational
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knowledge and domain knowledge and the agents can
use this knowledge to make intelligent decisions at
runtime.

A multi-agent system provides high scalability and
can help to scale via distributed process execution. Be-
sides, it is possible to provide extra reasoning intel-
ligence inside an existing resource, which can be in-
voked by an agent as decision procedure. For example,
adding policies into an agent to handle exceptions dur-
ing invoking an existing service. However, the multi-
agent system executes in a decentralized model, which
provides high scalability but loses the strengths of cen-
tralized workflow execution, where the coordination of
component process is centrally managed by a known
coordinator and it is possible that alternative scenarios
can be put in place in case faults occur [34].

3.4. Aspect-oriented Workflow Language

The aspect-oriented approach is a paradigm for
concern-based decomposition and aims to increase the
modularity of a system. The key concepts of aspect-
oriented programming language [26] are: join point,
pointcut and advice. A join point is a point in the ex-
ecution of a program and a point cut is one or more
related join points span different processes. The ad-
vice is an activity that implements some crosscutting
concern and is executed when a join point in the set
identified by a pointcut is reached. Aspect activities
are defined separately from process activities and pro-
vide a cross-process view on how a certain concern
is handled in several workflows. AO4BPEL [17] is an
aspect-oriented extention to BPEL, and modularizes
various concerns such as measurement of activity time,
auditing data collection, security, etc. However, since
it is based on the BPEL, which not only cannot capture
dynamic changes, but also offers a number of com-
plex advanced features in business workflow, it is still
not flexible enough for scientists to capture scientific
processes.

3.5. Summary

Although numerous solutions have been proposed,
more and more efforts reach a consensus that scientific
workflows require a declarative and flexible design to
support exploration with Semantic Web technologies.
Based on the literatures reviewed above, it seems the
rule-based solution is the most suited for scientific pro-
cesses description and provides many advantages over
other approaches. However, the rule-based program-

ming is usually complex, and a standard specification
to describe services and their dependencies is essen-
tial. On the other hand, the agent-based approach has
demonstrated its powerful strength compared to cen-
tralized workflow execution in the experiments requir-
ing collaboration. The inclusion with semantic rules
and facts into agents not only makes them more in-
telligent to make decision at runtime, but also enables
them to request other agents to deal with unpredictable
problems. Therefore, it would be promising to com-
bine the rule-based language and the multi-agent sys-
tem to capture the scientific processes. If so, the coor-
dination of whole workflow process would be centrally
managed by a known rule engine, which is also known
as orchestration; a sub-process of workflow may be ex-
ecuted by multi-agent system in a choreography way
which is explorable and collaborative.

A similar architecture has been proposed by [22].
For the purpose of improving the scalability of scien-
tific workflow, the authors of [22] argue to model con-
trol flow within dataflow by combining orchestration
and choreography. In other words, the overall work-
flow is modeled by orchestration that integrates sub-
workflow, which on their part are modeled by choreog-
raphy from a dataflow perspective. However, the ser-
vice orchestration in their work is based on BPEL,
which is not as flexible as rule languages. [13,39]
introduces Rule Responder6, which is a framework
for specifying virtual organizations as semantic multi-
agent to support collaborative teams. Human members
of an organization are assisted by autonomous rule-
based agents, which use Semantic Web rules to de-
scribe aspects of their owner’s derivation and reaction
logic. The solution provides a flexible and scalable
framework to complete complex tasks. However, there
is still much to be done when it comes to scientific
workflow.

4. Semantic Service Description

In order to achieve an adaptable execution of sci-
entific workflows, the specification of semantic scien-
tific workflows requires being declarative and flexible.
Besides the constraints of control flow, scientists also
have to describe the constraints of involved task to en-
able a workflow engine to discovery concrete services
at runtime. It is also necessary to describe existing ser-

6http://ruleml.org/RuleResponder/
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vices with semantics for discovery, selection, invoca-
tion and composition.

In the following, we will use the term task to rep-
resent the abstract semantic information of a service
to avoid confusion with its concrete instances with the
execution information of the service. The semantic de-
scription includes not only syntactic structure, which
reveals us what type of inputs/outputs it expects to re-
ceive, but also semantic information, which describes
more complex validation rules for both inputs and out-
puts [2]. In this section, we present some prominent
solutions of adding semantics into Web Services, and
analyse their strength and weaknesses.

4.1. OWL-S

Besides its composite process mentioned in Sec-
tion 3.1, OWL-S enables users and software agents
to automatically discover, invoke, compose, and mon-
itor Web resources offering services, under specified
constraints. OWL-S provides three essential types of
knowledge about a service: ServiceProfile, Service-
Model and ServiceGroundling. The ServiceProfile and
ServiceModel are abstract representations of a Web
Service, while ServiceGrounding deals with the map-
ping from an abstract to a concrete specification of
the service description, the most commonly used be-
ing Web Service Definition Language (WSDL). Servi-
ceProfile provides a high-level description of the ser-
vice, including functional attributes (e.g. input, out-
put, precondition, results, etc.) and non-functional at-
tributes (e.g. security, QoS, category, etc.), which can
be used for service discovery. The work OWL-S was
the first specification submitted to W3C in 2004 and
has deeply affected the development of semantic web
service. However, it hasn’t been widespread applied
because of its complexity and the top-down approach
to modeling of services, which does not fit well with
industrial developments of Service-Oriented Architec-
ture (SOA).

4.2. WSDL-S

WSDL-S7 was originally proposed by the LSDIS
laboratory at the University of Georgia and defines
a mechanism to semantically annotate WSDL doc-
uments. Because of the weakness of top-down ap-
proach adopted by OWL-S, by extending the industry
standards WSDL with extra elements and attributes,

7http://www.w3.org/Submission/WSDL-S/

WSDL-S adds semantic information to represent the
syntactic structure of a service. This approach is also
known as bottom-up modeling of service. Semantic
annotations are not tied to any particular ontology rep-
resentation language and can be provided with differ-
ent languages, such as: OWL, UML, etc. Compared to
OWL-S, WSDL-S meets the practical situation better
and can be easier applied.

4.3. SAWSDL

Based on WSDL-S, the Semantic Annotations for
WSDL and XML Schema (SAWSDL)8 defines mech-
anisms using which semantic annotations can be added
to WSDL components. SAWSDL does not specify a
language for representing semantic models. Instead, it
provides mechanisms by which concepts from the se-
mantic models that are defined either within or outside
the WSDL document can be referenced from within
WSDL components as annotations. These semantics
when expressed in formal languages can help disam-
biguate the description of Web services during auto-
matic discovery and composition of the Web services.
Similar with WSDL-S, it also adopts the bottom-up
approach, but it is more open and doesn’t prescribe a
semantic framework to express incremental semantics.

4.4. WSMO

The Web Service Modeling Ontology (WSMO)9

provides means to describe all relevant aspects of Se-
mantic Web services with the top-bottom approach.
Taking the Web Service Modeling Framework (WSMF)
[21] as a starting point, WSMO reuses its four differ-
ent main elements for describing semantic Web Ser-
vices: ontologies that provide the terminology used by
other WSMO elements, Web service descriptions that
define the functional and behavioral aspects of a Web
service, goals that represent user desires, and media-
tors which handles interoperability problems between
different WSMO elements. However, beside the weak-
ness of the top-bottom approach, it provides several
sophisticated mediators and has lower usability com-
pared with other solutions.

8http://www.w3.org/2002/ws/sawsdl/
9http://www.w3.org/Submission/WSMO/
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4.5. SWSF

Semantic Web Services Framework (SWSF)10, which
includes the Semantic Web Services Language (SWSL)11

and the Semantic Web Services Ontology (SWSO)12.
SWSL is used to specify formal characterizations of
Web service concepts and descriptions of individual
services. SWSO presents a conceptual model by which
Web services can be described, and an axiomatization,
or formal characterization, of that model. In contrast to
WSMO, it is more focus on extending the functionality
of the rule language.

4.6. WSMO-Lite

WSMO-Lite13 is a lightweight set of semantic ser-
vice descriptions proposed in 2007. It identifies the
types and a simple vocabulary for semantic descrip-
tions of services and fills the SAWSDL annotations
with concrete semantic service descriptions. A concep-
tual model for Web Service Descriptions includes: In-
formation Model Descriptions define the data model
for input, output, and fault messages, as well as for the
data relevant to the other aspects of the service descrip-
tion; Functional Descriptions define service function-
ality, nonfunctional descriptions, such as: price, QoS;
Behavioral Descriptions define external and internal
behavior, and Technical Descriptions define messaging
details such as message serializations, communication
protocols, and physical service access points.

4.7. Summary

Currently, all of specifications mentioned above
have been submitted to W3C and have become mem-
ber submissions except SAWSDL, which now is a
W3C recommendation. However, all of them only pro-
vides a prototype and haven’t been widespread ap-
plied. We can see that they either adopt the top-down
or the down-up approach to add additional semantic
information. The down-up approach builds increments
on top of existing services and fits well with industrial
developments of SOA technology. The top-down ap-
proach, on the other hand, seems more complex, but
provides more comprehensive semantic information
than its counterpart. Therefore, it is hard to say which

10http://www.w3.org/Submission/SWSF/
11http://www.w3.org/Submission/SWSF-SWSL/
12http://www.w3.org/Submission/SWSF-SWSO/
13http://www.w3.org/Submission/WSMO-Lite/

approach is more superior. But, in future, there is still a
lot to be done to make the process of incorporating se-
mantics into services as simple as possible and provide
more flexibility to users.

5. Adaptive Workflow Execution

During runtime, scientific workflows are executed
in terms of both the specific context and the abstract
workflow specification given by scientists. Firstly, it
must be possible to bind abstract tasks to concrete ser-
vices or even modify the structure of a workflow dy-
namically. Besides, since scientific workflow is exe-
cuted in a dynamic and evolving environment with het-
erogeneous resources, exception failures are inevitable
and may be caused by different reasons. In this sec-
tion, we firstly describe a general process of task bind-
ing based on semantic description of workflow and ser-
vices, and then present some classical approaches of
exception handling at runtime.

5.1. Binding Abstract Tasks to Concrete Services

Resolving abstract tasks and binding them to con-
crete ones is fundamental in an adaptive execution
of scientific workflow at runtime. As shown in Fig-
ure 2, the NextGRID project introduces a workflow-
based application resolution, which involves three sub-
processes: discovering candidate services, selecting
the most suited candidate, and using the selected can-
didate. Discovering candidate services depends on
the description of an abstract task (i.e. semantic con-
straints) and service registry (which assembles ser-
vices with both semantic and execution information).
The result of discovery is a list of candidate services,
which are capable of completing the task (i.e. all can-
didates have the same effect). Selecting candidate in-
cludes evaluating the capability of candidate services
and getting the most suited one based on the service re-
quirements of a task given by scientists. Usually, there
are many different criteria used to evaluate candidate
services, such as: the least estimated execution time,
the least-expensive and etc. Before using the selected
candidate, the abstract task will be replaced and some
operations are needed to encapsulate the abstract task
into the selected candidate service, such as: parameters
assignment, etc.

Additionally, we can see in Figure 2 that, each sub-
process is implemented as an independent workflow
and incorporated into the workflow at runtime, allow-
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Fig. 2. Workflow-based Application Resolution [5]

ing abstract workflow to be resolved to specific ser-
vices at specific endpoints. In other words, each work-
flow (sub-process) is presented and treated as other
single tasks in uniform way. Moreover, for the purpose
of improving usability, they are usually implemented
as the core functionalities of scientific workflow sys-
tems and leave scientists focus on their experimental
process.

5.2. Exception Handling

Many different strategies have been proposed to
handle the exceptions of scientific workflows at run-
time, ranging from some simple policies (such as retry,
checkpoint/restart [36], replication [3]) to sophisti-
cated exception handling involving users. Here, we
introduce some general exception handling strategies
and try to find out how to support these strategies in
semantic scientific workflow.

5.2.1. Exception Propagation
The exception propagation is mostly used in the hi-

erarchical workflows and has been studied in many
efforts [45,20,23,33]. With this pattern, an exception
hander can propagate an exception to a more appro-
priate higher level if the lower level cannot handle
it. Generally speaking, with the perspective of work-
flow composition, scientific workflow system can be
divided into four levels: workflow level, task level,
resource level and system level. At workflow level,
is also known as application level or structure level,
where a workflow is described by tasks and their de-
pendencies, task level concerns each individual task of
the workflow, resources level concerns about the re-
sources required by the workflow, system level refers
to concrete execution environment. Each layer usually
corresponds to different types of exceptions. For in-

stance, on the resource layer a file is lost or network
was unreachable in system level. If an exception is
propagated to the root without getting caught by an ex-
ception handler, other specialized exception handling
mechanisms can be employed to deal with this situa-
tion.

5.2.2. Dynamic Replacement
Similar to the abstract task binding, dynamic re-

placement refers to treatments of an exception by dy-
namically replacing an exceptional service with an al-
ternative owning the same effect [45,28]. In semantic
scientific workflows, this could be seen as rebinding
an abstract task to another available service. The pre-
decessor and successor of exceptional process knows
nothing about the replacement. Of course, there would
be a situation, where no candidate is available. In this
case other exception handling strategies might be em-
ployed, such as exception propagation or asking users
for help.

5.2.3. Human Steering Exception Handling
Although the vision of scientific workflows aims

to automate scientific process, scientists are still re-
quired to conduct some manual tasks or make com-
plicated decisions at runtime. Some efforts have been
made to support human steering in workflow, such as
BPEL4People14 and WS-HumanTask15. Both of them
make it possible to wrap human behaviour into Web
Service and enable the integration of human beings in
SOA systems. In Triana [19], fault tolerance is gener-
ally user driven. In case of an exceptions singling, a
dialog with the exception and its related context infor-
mation is popped up and asks scientists to make de-
cision. As to other fault-tolerant solutions supporting
user intervention, most of them aim to involve users
to handle unexpected exceptions [37,38]. It seems that
these approaches violate the original vision of scien-
tific workflow after involving scientists into the execu-
tion of scientific workflow, however, scientists could
provide additional knowledge and it really benefits to
handle some complicated exceptions.

5.2.4. Knowledge-based Exception Handling
In a knowledge-based approach the exception han-

dling strategy either reuses the stored experience to
handle exceptions, or finds an alternative execution
path via reasoning semantic ontologies. The solution
in [27] provides a knowledge base concerning what

14http://www.oasis-open.org/committees/bpel4people/
15http://docs.oasis-open.org/bpel4people/ws-humantask-1.1.html
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kinds of exceptions can occur in collaborative work
processes, and how these exceptions can be handled.
When an exception occurs, enactment-time tools are
provided to help diagnose their underlying causes and
suggest specific interventions to handle it. [32] pro-
poses to reuse exception handing experiences, which is
also known as Case-Based Reasoning (CBR). In other
words, an exception handler analyses a case repository
and finds similar experience to handle exceptions. [29]
represents a decentralised multi-agent system to deal
with unexpected exceptions. Each agent are endowed
with semantic knowledge (in OWL) about the capabil-
ities and relationships with other agents so that they
can deal with exceptions via reasoning ontologies.

5.3. Summary

Dynamic task binding and exception handling are
two important parts of adaptive scientific workflow ex-
ecution. To support them, there are several require-
ments which need to be considered. First, both of them
should be modularized. Dynamic task binding and ex-
ception handling are needed in many situations and cut
across workflow process. The modularity of them can
benefit the understanding and reuse of scientific work-
flows. Second, both of them should be separated from
normal processes and provided by a scientific work-
flow system to make the normal processes as simple
as possible. Third, semantic knowledge is critical for
dynamic task binding and exception handling at run-
time. Therefore, it is very helpful to provide a flexi-
ble workflow specification and incorporate semantics
into heterogeneous services. For instance, in order to
select the most suited services, QoS related properties
should be incorporated into semantic service descrip-
tion. Fourth, besides the integration with with the in-
volvement of scientists, it is also necessary to combine
different handling strategies together to provide a so-
phisticated solution.

Last but not the least, since the dynamic runtime
changes at runtime, event-based exception handling
seems to be a promising one. Exceptions arising at run-
time can be detected as events and handlers reacts them
based on its rules and knowledge base.

6. Semantic Provenance

Metadata and Provenance are critical to effectively
manage the exponentially increasing volumes of sci-
entific data from scientific experiments. However, tra-

ditional efforts of scientific workflow provenance do-
main concentrate on a "workflow engine perspective of
the world" [41], i.e. the provenance information col-
lected is only the detailed traces of data transforma-
tion, such as: operations along with input and out files,
etc. Theses traces are a form of metadata, relative to
the data involved in the process, known as data prove-
nance. With the challenge of increasing scientific data
and the development of Semantic Web technologies, it
is necessary to incorporate semantics into provenance
information. This process is also known as semantic
provenance which, based on domain-specific prove-
nance ontologies, lets software applications unambigu-
ously interpret data in the correct context [41].

6.1. Open Provenance Model

The Open Provenance Model (OPM)16 was the re-
sult of the Provenance Challenge series that was initi-
ated in May 2006. Because of the heterogeneity of nu-
merous provenance systems, OPM provides a generic
provenance model to improve interoperability of dif-
ferent provenance models. Based on the three primary
entities: Agent (Contextual entity acting as a catalyst
of a process, enabling, facilitating, controlling, affect-
ing its execution), Artifact (Immutable piece of state,
which may have a physical embodiment in a physi-
cal object, or a digital representation in a computer
system) and Process (Action or series of actions per-
formed on or caused by artifacts, and resulting in
new artifacts), and the causal dependencies between
them, the provenance model is represented by a di-
rected graph. OPM is an abstract model, both Open
Provenance Model Vocabulary (OPMV)17 and Open
Provenance Model Vocabulary (OPMO)18 implements
it with different expressivity and reasoning. OPMV is
a lightweight provenance vocabulary and can be used
together with other provenance-related RDF/OWL vo-
cabularies/ontologies, such as Dublin Core, FOAF, the
Changeset Vocabulary, and the Provenance Vocabu-
lary. On the other hand, OPMO uses more complex
OWL 2.0 constructs to define more constraints and
supports full expressivity and reasoning.

Since OPM was devised, many existing scientific
workflow systems enhanced their provenance sub-
system to support OPM [15,1,7,43]. Moreover, [42]
summarizes four different approaches to harmonize

16http://openprovenance.org/
17http://open-biomed.sourceforge.net/opmv/ns.html
18http://openprovenance.org/model/opmo
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the existing provenance systems with OPM: tightly
coupled integration, loosely coupled storage integra-
tion, loosely coupled query integration and fully de-
coupled. The authors of [42] identify and analyse the
relative merits of these approaches and help existing
developers to determine the most suited one for them.
However, most of these efforts focus on capturing the
detailed traces of workflow, which have limit connec-
tion with external semantic resources.

6.2. Semantic Provenance as Linked Open Data

For the purpose of effectively enabling software
agents not only to "compute" over provenance in-
formation, but also to use it to accurately interpret
eScience data in the correct context, Sytaya S. Sa-
hoo et al. argue that incorporating domain knowledge
and ontological underpinning in provenance using ex-
pression domain-specific provenance ontologies [41].
Based on the Component-Based Software Engineering
principle and on the development in service-oriented
computing (SOC), they proposed a approach of "two
degrees of separation" in order to decouples the task of
generating high-quality semantic provenance from the
core functionality of workflow engines. The semantic
provenance generation task is managed by specialized
services that refer to domain-specific provenance on-
tologies.

In their evolutionary work [35], they take a concrete
step towards the implementation of a semantic prove-
nance model, called Janus, is used to record semantic
provenance information in life science workflows. Ad-
ditionally, the authors of [35] present the connecting of
domain-enhanced provenance graphs with the global
Web of Data, which is uniformly represented accord-
ing to the principles of Linked Open Data (LOD) [12]
to expand possible semantic province queries.

6.3. Summary

Over past years, many efforts have been made to
support recording provenance information generated
during the execution of scientific workflows. In or-
der to improve the interoperability of heterogeneous
provenance systems, the OPM is proposed to repre-
sent provenance information in 2006. However, there
is still much to be done. With the complexity of data
management increasing dramatically, it is essential not
only to disambiguate data and enable reuse, but also to
incorporates semantics into scientific workflow prove-
nance and enables the use of reasoning tools to per-

form deeper analysis. Furthermore, since different dis-
ciplines require different kinds of grain of provenance
information, it is impossible to capture all the neces-
sary details in each experiments. Besides the general
provenance information, how to collect the customized
provenance information and link them with external
semantic resources is required.

7. Conclusion and Discussion

In this survey, we introduced several key require-
ments of scientific workflows and identified flexible
workflow design, semantic service description, adap-
tive workflow execution and reproducibility as the crit-
ical elements for semantic scientific workflows. We
can see that, all of them aim at making scientific work-
flows to be executable in evolving distributed het-
erogeneous environments. We surveyed several solu-
tions which employ the technologies from the Seman-
tic Web community.

Regarding flexible workflow design, a combination
of rule-language-based orchestration and multi-agent-
based choreography seems to be a promising solution.
With the declarative programming approach, a rule-
based language allows scientists to describe what the
outcome should be, rather than specifying how to do it.
Additionally, it could be executed by a centralized rule
engine that controls the whole process of the workflow.
Rule-based agents can be used to perform one or more
tasks. Such agents can utilize their internal intelligence
(i.e. rules and facts) to find the most suited service to
complete the task or even handle failures at runtime.
An agent could dynamically request other agents to be
involved in workflow and form a scalable collaborative
environment.

When it comes to execution, rule-based workflows,
especially ECA-based workflows, meet the actual exe-
cution environment of scientific workflows better and
give lots of advantages. First, it makes possible to mod-
ularize the crosscutting concerns and separates them
from normal processes. Second, it is also a better
choice to detect dynamic runtime changes and facili-
tates exception handling.

Rule-based workflow execution also provides a con-
venient way to follow the execution of workflow and
records it in detail. But also, it facilitates external se-
mantic ontologies to be incorporated into provenance
information.

In summary, it has become a tendency to em-
ploy declarative rules, semantic-based description,
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knowledge-based agent systems, ontologies and other
technologies from Semantic Web Community into sci-
entific workflow. However, there is still which needs
to be done. For instance, rule-based languages are usu-
ally very complex for non-computer scientists and it
is necessary to hide this complexity and improve the
usability of rule-based scientific workflows. Besides,
standards and frameworks for workflow specification
and execution are still missing.
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