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Abstract. In recent years, several noteworthy large, crossdomain and openly available knowledge graphs (KGs) have been
created. These include DBpedia, Freebase, OpenCyc, Wikidata, and YAGO. Although extensively in use, these KGs have not
been subject to an in-depth comparison so far. In this survey, we first define aspects according to which KGs can be analyzed.
Next, we analyze and compare the above mentioned KGs along those aspects and finally propose a method for finding the most
suitable KG for a given setting.
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1. Introduction

The idea of the Semantic Web is that of publishing
and querying knowledge on the Web in a semantically
structured way. According to Guns [27], the term “Se-
mantic Web” already was being used in fields such as
educational psychology, before it became prominent
in computer science. Freedman and Reynolds [25],
for instance, describe “semantic webbing” as organiz-
ing information and relationships in a visual display.
Berners-Lee presented his idea of using typed links
as vehicle of semantics for the first time at the World
Wide Web Fall 1994 Conference under the heading
“Semantics,” and under the heading “Semantic Web”
in 1995 [27].

The idea of a Semantic Web was introduced to a
wider audience by Berners-Lee in 2001 [11]. Accord-
ing to his vision, the traditional Web as a Web of Doc-
uments should be extended to a Web of Data where not
only documents and links between documents, but any
entity (e.g., a person or organization) and any relation
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between entities (e.g., isSpouseOf ) can be represented
on the Web.

When it comes to realizing the idea of the Seman-
tic Web, knowledge graphs (KGs) are currently seen
as one of the most essential components. We define
a knowledge graph as a knowledge base (KB) (de-
fined as the combination of an ontology and instances
of the classes in the ontology [59, p. 739]) consist-
ing to a large amount of facts about entities. Besides
domain-specific KGs, often general, i.e. encyclope-
dic/crossdomain knowledge is covered in openly avail-
able KGs as DBpedia exemplifies. This makes KGs
widely applicable: not only a small set of users – as
in the case of expert systems – benefit from using the
stored structured knowledge (e.g., via using specific
search interfaces of expert systems), but any person on
the street having access to the Web can benefit, e.g.,
by using Web search functionalities where semantic
queries against a KG extend traditional information re-
trieval queries on documents.

In this survey, we focus on those KGs (i) that are
freely accessible and freely usable, (ii) that incorpo-
rate the Semantic Web standards to some extent such
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modeling with RDF1 and querying with SPARQL,2

and (iii) that do not cover special domains such as the
biomedical domain, but covers instead general knowl-
edge (often also called crossdomain or encyclopedic
knowledge).

Thus, out of scope are KGs which are not openly
available such as the Google Knowledge Graph,3

the Google Knowledge Vault [21], and the Facebook
Graph4 as well as KGs which are not based on Seman-
tic Web standards at all or are only accessible via an
API (see WolframAlpha5). Also excluded are unstruc-
tured or weakly structured knowledge collections.

For selecting the KGs for analysis, we regarded all
datasets which were registered at the online dataset
catalog http://datahub.io6 and which were
tagged as “crossdomain”. Besides that, we took further
datasets into consideration which fulfilled the above
mentioned requirements (e.g., Wikidata). In total, we
nominated DBpedia, Freebase, Cyc, Wikidata, and
YAGO as KGs for our comparison.

In this paper, we give a systematic overview of these
KGs in their current versions, and discuss how the facts
of these KGs are modeled, stored, and queried. Note
that the focus of this survey is not the life cycle of KGs
on the Web or in enterprises. We can refer in this re-
spect to [8].

Besides juxtaposing the characteristics of the KGs
we provide a recipe for users who are interested in us-
ing one of the mentioned KGs in a research or indus-
trial setting, but who are inexperienced in which KG to
choose for their concrete settings.

The main contributions of this survey are:

1. We define 35 aspects (characteristics) according
to which KGs can be analyzed.

2. We analyze DBpedia, Freebase, Cyc, Wikidata,
and YAGO along these aspects.

3. We propose a checklist which enables users to
find the most suitable KG for their needs.

1See http://www.w3.org/RDF/ (accessed June 16, 2015).
2See http://www.w3.org/TR/rdf-sparql-query/

(accessed June 16, 2015).
3See http://www.google.com/insidesearch/

features/search/knowledge.html
4See https://developers.facebook.com/docs/

graph-api
5See http://products.wolframalpha.com/api/
6This catalog is also used for registering Linked Open Data

datasets.

The organization of this survey is as follows:

– In Section 2 we describe the genesis of semantic
data models and provide a definition for both se-
mantic data models and graph models, since KGs
are realizations of both models.

– In Section 3 we describe aspects by which knowl-
edge graphs can be analyzed.

– In Section 4 we describe the knowledge graphs
we analyze.

– In Section 5 we analyze the knowledge graphs
along the aspects listed in Section 3.

– In Section 6 we present a guideline to assess the
knowledge graphs according to the user’s setting.

– In Section 7 we outline current limitations of KGs
– In Section 8 we glance over the possible future of

the KGs and of the Semantic Web
– In Section 9 we conclude the survey.

2. Semantic Data Models and Graph Models

Two data model types are especially relevant with
respect to KBs and, hence, to KGs: Semantic data
models and graph data models. In this section, we first
describe the genesis of semantic data models and show
how both semantic data models and graph data models
have been defined. For an in-depth introduction into
semantic data models and graph data models, the in-
terested reader is referred to [47] and [5], respectively.

2.1. Genesis of Semantic Data Models

The evolution from database (DB) design toward
KB design is coupled with increasing abstraction lay-
ers. In the early stages of DB design, models for rep-
resenting data were modeled conceptually close to the
physical layer of data storage. After the basic physical
models, hierarchical models [63] became prominent.
They were superseded conceptually by network mod-
els [62] and later by relational models [17]. Contrary
to the hierarchical and network models, the relational
model was not located on the primitive record level
anymore, but between the physical and logical level,
although still affiliated to the record level.

First essential landmarks of semantic data model-
ing arose in the mid-seventies when databases increas-
ingly supported the user’s view on the data. Then, new
paradigms enriched semantic data modeling over time.
The following concepts are notable in this respect:

http://datahub.io
http://www.w3.org/RDF/
http://www.w3.org/TR/rdf-sparql-query/
http://www.google.com/insidesearch/features/search/knowledge.html
http://www.google.com/insidesearch/features/search/knowledge.html
https://developers.facebook.com/docs/graph-api
https://developers.facebook.com/docs/graph-api
http://products.wolframalpha.com/api/
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1. The idea of data independence (see [16]) states
that data is not modeled in the way as required
by the storage architecture, but according to
the user’s application (i.e., having entities and
relationships among them). This application-
oriented paradigm was accompanied by the de-
velopments and the emergence of new program-
ming languages such as C (developed between
1969 and 1973) and Smalltalk, which were more
abstract than traditional languages and not data
storage-oriented such as COBOL.

2. The idea of semantic “injection”/enrichment
(see for instance [54] and [56]) states that: Al-
though semantics was encoded into data mod-
els on a low level (i.e. to single data items) up
to the mid-seventies, new approaches considered
semantic relations between data items and how
to model interrelational dependencies. By imple-
menting rules which are based on these interre-
lational dependencies, consistency checks were
made possible. We can mention the following no-
table modeling approaches as steps in the evolu-
tion of semantic data modeling:

(a) Schmid [54] introduced the idea to model ba-
sic semantic properties that entities of a cer-
tain class (e.g., person) may have as well as
relationships that entities of certain classes
may have (e.g., the has-spouse-relationship).

(b) Smith [56] introduced generalization and ag-
gregation as new forms of abstraction: a) Gen-
eralization is used to express similarities (see
Figure 1a) and is modeled between classes:
One class (e.g., carnivores) is subclass of an-
other class (e.g., animals) and shares proper-
ties with the superclass. b) An aggregation
is the composition of an object from a set of
objects. The aggregation class (see Class in
Figure 1b) stands as a whole unit in place of
its components (in Figure 1b Instructor and
Course).

(c) Brodie [14] introduced classification and as-
sociation relationships as further modeling
approaches: a) Classification means to assign
a class to an entity (e.g., Markus is a per-
son). b) An association is a relationship be-
tween classes and describes the connections
between classes in terms of the shared seman-
tics and structure. Any aggregation or compo-
sition are associations.

Animals

Carnivores Herbivores

(a) Generalization

Class

Instructor Course

(b) Aggregation

Fig. 1. Examples for generalization and aggregation.

3. Later, in the 1980s, object-oriented models [36]
appeared: Data was considered as collections of
objects of specific classes. In parallel to the up-
rise of object-oriented models, graph models ap-
peared. With this model users were able to repre-
sent the inherent graph structure of data.

4. Afterwards, other models such as semi-structured
models [15] and the XML model [13] were pro-
posed.

5. The Resource Description Framework (RDF)
was originally published by the W3C as rec-
ommendation in 1999 [40] and in a new ver-
sion in 2004 [37]. In 2014, RDF 1.1 [20] was
published. RDF builds the basis of the semantic
graph model as we consider it in this survey.

2.2. Definition of the Semantic Data Model

According to Hammer [29], semantic data models
are characterized as data models adhering to the fol-
lowing principles:

1. A database is a collection of entities that corre-
spond to actual objects in the application envi-
ronment.

2. Entities in the database are organized into classes.
3. Classes may be interconnected.
4. Entities and classes are characterized by relations

(called attributes by Hammer) and relations may
interconnect entities.

5. Relations can be derived from other relations via
entailment.

Well-known examples of the semantic data model
are the entity-relationship model [16] and RDF.7 Fur-
ther examples are the IFO model [1] and SDM [30].

7See http://www.w3.org/TR/2014/
REC-rdf11-concepts-20140225/ (accessed July 22,
2015).

http://www.w3.org/TR/2014/REC-rdf11-concepts-20140225/
http://www.w3.org/TR/2014/REC-rdf11-concepts-20140225/
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2.3. Definition of the Graph Data Model

When deciding for a data model, the choice typi-
cally depends on (i) the modeling domain, (ii) the end
users, and (iii) the hardware and software constraints.
Codd [18] distinguishes three components each data
model possesses: 1) The set of data structure types, 2)
the set of operators or inference rules, and 3) the set
of integrity rules. Angles and Gutierrez [5] define the
graph data model along this categorization:

1. Data structure types: In the graph data model, in-
stance data and/or schema information is repre-
sented as/by graphs, or by data structures which
generalize the notion of graph.

2. Operators and inference rules: Data is manip-
ulated via graph transformation operators (see
[28]).

3. Integrity rules: Rules can be constructed which
ensure data consistency.

In graph data models, the semantics comes into play
as follows: (i) Graph nodes are interpreted as entities
or values; (ii) typed relations between nodes are inter-
preted as facts about the involved entities; and (iii) a
schema is introduced by assigning types to instances
and introducing relations among classes. The informa-
tion focus supported by the graph data model therefore
encompasses the schema, the instances and the rela-
tions.

Established graph models are GOOD [28], GMOD [4],
G-Log [46], Gram [3], and RDF. They all use a labeled
directed graph both for modeling the schema as well
as the instance level.

KGs, as we consider it in this survey, are realizations
of both semantic data models and graph models, since
the KGs are characterized by having a set of entities, a
set of classes, a set of relations between entities, and a
set of relations between entities and classes.

3. Criteria for Comparison

Several works compared semantic data models:

– Brodie [14] categorized semantic data models
into: (i) classical models, (ii) mathematical mod-
els, (iii) irreducible data models, (iv) static se-
mantic hierarchy models, and (v) dynamic se-
mantic hierarchy models.

– Tsichritzis and Lochovsky [64] categorized se-
mantic data models into: (i) traditional models,

(ii) entity-relationship models, (iii) binary mod-
els, (iv) semantic network models, and (v) info-
logical data models.

– Hull and King [31] compared semantic data mod-
els according to the features they provide, such as
aggregation, grouping, printable, object-valued,
and multi-valued.

– Kerschberg et al. [35] analyzed data models ac-
cording to mathematical foundations, terminol-
ogy, and semantic levels of abstraction, and dis-
tinguished between graph theoretic and set theo-
retic models.

These approaches do neither consider current KGs
with their data models nor ontologies. Also, the used
criteria for comparing semantic data models are very
abstract, since a wide range of data models are com-
pared against each other. Besides these works, there
are approaches which analyze (and sometimes assess)
explicitly ontologies, but not KGs. Some of them
are mentioned in the following (see also [12] for an
overview of ontology evaluation):

– Tartir et al. [61] introduced the approach On-
toQA by which ontology schemas and their pop-
ulations (i.e., KBs) can be analyzed through a set
of metrics so that key characteristics of an ontol-
ogy schema can be highlighted. The analysis fo-
cused on numerically expressible characteristics
of ontologies and results regarding the ontologies
SWETO, TAP, and GlycO were presented.

– Lozano-Tello et al. [42] proposed ONTOMET-
RIC, which allows the users to measure the
suitability of existing ontologies, regarding the
requirements of their systems. OntoMETRIC
presents a generic methodology and does not an-
alyze specific ontologies.

– Vrandecic et al. [66] differentiated between struc-
tural and ontological metrics and provided prin-
ciple means for the definition of metrics that take
the semantic of the ontology appropriately into
account.

– Poveda-Villalon et al. [48] present a tool called
OOPS! by which an RDF document describing an
ontology can be analyzed. Potential pitfalls that
could lead to modeling errors are then presented
to the user.

Since these approaches focus only on ontologies, we
cannot compare the used datasets. Also the criteria for
comparison are different to ours, since we do not only
focus on the schema. To the best of our knowledge, a
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systematic comparison of openly-available knowledge
graphs has not been carried out so far. Therefore, we
systematically analyze and compare knowledge graphs
according to aspects of the following categories:

– General information: What general properties
does the KG have?

– Format and representation: How are facts repre-
sented, stored, and queried?

– Genesis and usage: How was the KG created and
how is it used?

– Entities: How are entities represented and de-
scribed in the KG?

– Relations: How are relations represented and de-
scribed in the KG?

– Schema: What are the features of the schema of
the KG?

– Particularities: What particularities (special fea-
tures) does the underlying data model of the KG
have?

In the following, we list the criteria we use for com-
paring the different KGs, grouped by the categories
mentioned.

3.1. General Information

We use the following aspects to collect general in-
formation about the KGs:

1. Homepage: The URL where the KG can be ac-
cessed.

2. Current version: The version of the knowledge
base we consider in this survey.

3. Languages: What languages (e.g., English) are
used in the KG on schema and instance level?

4. Covered domains: Which domains are covered
by the KG? Are there any fields where the KB is
filled only rudimentary?

5. License: Under which license is the content of
the KG provided?

3.2. Format and Representation

For comparing the different approaches for repre-
senting, storing and querying knowledge, we use the
following aspects:

1. Fact representation: Facts can be represented as
triples, quadrupels, or similar.

2. Dataset formats: The data storage format (e.g.,
JSON) in which data is provided.

3. Dynamicity: Is the KG updated continuously
(dynamic KG) or are only fixed versions of the
KG offered (static KG)?

4. HTTP lookup: Is machine-readable information
about resources available via live HTTP lookup
(i.e., querying on demand in order to follow the
Linked Data principles [9], so that no export
functionality or file download is needed)?

5. RDF export: Is data available as RDF export, ei-
ther via files or via SPARQL endpoint?

6. Software for data storage: Which software is
used for storing and querying the KG?

7. Query language (online): Each KG may pro-
vide one or several query languages in which
queries against the KG are formulated.

8. Size of schema and instance graph: How many
classes and relations are in the KG, how many
facts, and how many unique instances?

3.3. Genesis and Usage

Where the stored facts in the KGs come from and
where they are applied, is addressed by these aspects:

1. Provenance of facts: Is the KG content derived
from unstructured or semi-structured data by in-
formation extraction techniques or is it gathered
manually by users and/or bots?

2. Quality ensurance of facts: Are there any re-
strictions or constraints regarding the quality of
stored knowledge? If the correctness of facts is
ensured, how and with what precision is this per-
formed?

3. Software projects: Which software projects
make use of the KG?

4. Influence on other LOD datasets: Which other
KG-building initiatives take the KG as a starting
point?

3.4. Entities

The following aspects address the characteristics of
the entities in the KGs:

1. Entity reference: What kind of IDs are used to
refer to entities?

2. LOD registration: Is the dataset registered at
http://datahub.io as part of the Linked
Open Data (LOD) cloud?8

8The Linked Open Data (LOD) cloud is a collection of datasets
published on the Web following the Linked Data principles [9].

http://datahub.io
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3. LOD linkage: Are entities linked to entities of
other KGs in the LOD Cloud?

4. Entity relevance: Is the ordering or ranking of
entities according to some function such as a rel-
evance function supported?

5. Description of entities: Are entities human-
readably described within the KG, e.g., via tex-
tual descriptions? What format is used for that?

3.5. Relations

The following aspects address the characteristics of
the relations in the KGs:

1. Relation reference: What kind of IDs are used
to refer to relations?

2. Relation relevance: Is the ordering or ranking
of relations according to relevance supported? In
this way, relations can be declared as more im-
portant, for instance since they are more relevant
to most users than other relations.

3. Description of relations: Are relations human-
readably described within the KG, e.g., via tex-
tual descriptions? What format is used for that?

3.6. Schema

The characteristics of the schema of the different
KGs can be addressed by the following aspects:

1. Schema restrictions: Is a fixed schema used or
can the schema be extended by users?

2. Schema constraints: Are there any schema con-
straints which need to be observed? May the KG
contain data that is inconsistent regarding the
schema?
For example, if – according to the (logical)
schema constraints – an entity may only oc-
cur once as subject of a certain relation such as
has-spouse, but within the KG occurs several
times as subject with different objects (which are
explicitly defined as different entities), then the
KG contains data which violates the schema.

3. Hierarchy and network of relations: Does the
KG contain relations among relations, e.g., a tax-
onomy of relations (sub-relation, super-relation)
or other types of relations (e.g., inverse relation)?

The LOD cloud project originated from the W3C Linking Open
Data project (see http://www.w3.org/wiki/SweoIG/
TaskForces/CommunityProjects/LinkingOpenData)
and currently consists of almost 1000 datasets; see http:
//lod-cloud.net/.

4. External vocabulary: Is external vocabulary
(classes or relations that belong to existing schemas,
e.g., schemas from datasets in the LOD cloud)
reused in the KG?

5. Description of concepts: Are concepts described
within the KG, e.g., via textual descriptions?
What format is used for that?

6. Forms of abstraction: Is classification, general-
ization, aggregation, or association supported?

7. Data types: Which data types are used in the
KG?

3.7. Particularities

Here, particularities about the analyzed KGs are
identified which are not covered by the other aspects.
Aspects anticipated before the analysis were:

1. Temporal aspects: Facts that may change over
time (e.g., a country’s president) may be anno-
tated according to the time when the fact was
valid (e.g., time interval). Furthermore, other
time-related information about a fact may be
stored, such as the point in time when the fact
was added to the KG or when the fact was up-
dated.

2. Source of facts: Is it stored where the knowledge
in the KG was retrieved from (e.g., the document
it was extracted from)?

3. Reification: Is it possible to represent statements
about statements? Reification here means to have
a means for referring to a statement via an iden-
tifier thus enabling to formulate statements about
statements.

4. Selection of KGs

We consider the following knowledge graphs for our
comparative evaluation:

– DBpedia: DBpedia9 is the most popular and
prominent KG in the LOD cloud [7]. The project
was initiated by researchers from the Free Uni-
versity of Berlin and the University of Leipzig,
in collaboration with OpenLink Software. Since
the first public release in 2007, DBpedia is up-
dated roughly once a year.10 DBpedia is cre-

9See http://dbpedia.org
10There is also DBpedia live which started in 2009 and which

is updated when Wikipedia is updated. See http://live.
dbpedia.org/.

http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://lod-cloud.net/
http://lod-cloud.net/
http://dbpedia.org
http://live.dbpedia.org/
http://live.dbpedia.org/
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ated from automatically-extracted structured in-
formation contained in the Wikipedia, such as
from infobox tables, categorization information,
geo-coordinates, and external links. Due to its
role as the hub of LOD, DBpedia contains many
links to other datasets in the LOD cloud such
as Freebase, OpenCyc, UMBEL,11 GeoNames,12

Musicbrainz,13 CIA World Factbook,14 DBLP,15

Project Gutenberg,16 DBtune Jamendo,17 Euro-
stat,18 Uniprot,19 and Bio2RDF.20 DBpedia is
used extensively in the Semantic Web research
community, but is also relevant in commercial
settings: companies use it to organize their con-
tent, such as the BBC [38] and the New York
Times [52].

– Freebase: Freebase21 is a KG announced by
Metaweb Technologies, Inc. in 2007 and was
acquired by Google Inc. on July 16, 2010. In
contrast to DBpedia, Freebase had provided an
interface that allowed end-users to contribute
to the KG by editing structured data. Besides
user-contributed data, Freebase integrated data
from Wikipedia, NNDB,22 FMD,23 and Mu-
sicBrainz.24 Freebase uses a proprietary graph
model for storing also complex statements. On
December 16, 2014, the Freebase team announced
that Freebase will shutdown its services on June
30, 2015. Wikimedia Deutschland and Google
plan to integrate Freebase data into Wikidata in
the near future – a tool for that will be developed
until August 2015 – and to close the Freebase
website earliest three months later.25

11See http://umbel.org/
12See http://www.geonames.org/
13See http://musicbrainz.org/
14See https://www.cia.gov/library/

publications/the-world-factbook/
15See http://www.dblp.org
16See https://www.gutenberg.org/
17See http://dbtune.org/jamendo/
18See http://eurostat.linked-statistics.org/
19See http://www.uniprot.org/
20See http://bio2rdf.org/
21See http://freebase.com/
22See http://www.nndb.com
23See http://www.fashionmodeldirectory.com/
24See http://musicbrainz.org/
25See https://plus.google.com/u/0/

109936836907132434202/posts/bu3z2wVqcQc
and https://www.wikidata.org/wiki/Wikidata:
WikiProject_Freebase.

– OpenCyc: The Cyc26 project started in 1984 as
part of Microelectronics and Computer Technol-
ogy Corporation. The aim of Cyc is to store (in
a machine-processable way) millions of common
sense facts such as “Every tree is a plant.” While
the focus of Cyc in the first decades was on infer-
encing and reasoning, more recent work puts a fo-
cus on human-interaction such as building ques-
tion answering systems based on Cyc. Since Cyc
is proprietary, a smaller version of the KG called
OpenCyc27 was released under the open source
Apache license. In July 2006, ResearchCyc28 was
published for the research community, containing
more facts than OpenCyc.

– Wikidata: Wikidata29 is a project of Wikimedia
Deutschland which started on October 30, 2012.
The aim of the project is to provide data which
can be used by any Wikipedia project, including
Wikipedia.
Wikidata does not only store facts, but also the
corresponding sources, so that the validity of facts
can be checked. Labels, aliases, and descriptions
of entities in Wikidata are provided in more than
350 languages. Wikidata is a community effort,
i.e., users collaboratively add and edit informa-
tion. Also, the schema is maintained and extended
based on community agreements. In the near fu-
ture, Wikidata will grow due to the integration of
Freebase data.

– YAGO: YAGO – Yet Another Great Ontology
– has been developed at the Max Planck In-
stitute for Computer Science in Saarbrücken
since 2007. YAGO comprises information ex-
tracted from the Wikipedia (e.g., categories, redi-
rects, infoboxes), WordNet[23] (e.g., synsets, hy-
ponymy), and GeoNames.30 As of March 24,
2015, YAGO3 is available.31

5. Comparison

In the Tables 1 – 7 we summarize our comparison
of the knowledge graphs listed in Section 4 using the

26See http://www.cyc.com/
27See http://www.opencyc.org/
28See http://research.cyc.com/
29See http://wikidata.org/.
30See www.geonames.org/
31See http://www.mpi-inf.mpg.de/departments/

databases-and-information-systems/research/
yago-naga/yago/downloads/

http://umbel.org/
http://www.geonames.org/
http://musicbrainz.org/
https://www.cia.gov/library/publications/the-world-factbook/
https://www.cia.gov/library/publications/the-world-factbook/
http://www.dblp.org
https://www.gutenberg.org/
http://dbtune.org/jamendo/
http://eurostat.linked-statistics.org/
http://www.uniprot.org/
http://bio2rdf.org/
http://freebase.com/
http://www.nndb.com
http://www.fashionmodeldirectory.com/
http://musicbrainz.org/
https://plus.google.com/u/0/109936836907132434202/posts/bu3z2wVqcQc
https://plus.google.com/u/0/109936836907132434202/posts/bu3z2wVqcQc
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http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/downloads/
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aspects given in Section 3. An online version is also
available at http://kg-wiki.org. In the follow-
ing subsections, we provide a detailed analysis in terms
of the different aspects of the introduced evaluation
categories.

5.1. Comparison of General KB Information

The following findings are notable with regard to
general information of the considered KGs (cf. Ta-
ble 1; information about the homepage and the consid-
ered KG version is not discussed any further):

– Language support: Most KGs either only sup-
port the English language (such as OpenCyc), or
other languages than English are added on top.
For Freebase and YAGO, entity and property la-
bels for additional languages are provided.
Remarkable in this context is Wikidata in terms
of number of languages supported and in terms
of its language-agnostic KG model (cf. the identi-
fiers for entities and relations which intentionally
consist of a character and a number).

– Covered domains: Since we restricted our KG
choice to crossdomain KGs, all considered KGs
contain general knowledge, for instance general
information about instances of persons such as
Barack Obama. Besides specific domains such
as the biomedical domain, also common sense
knowledge (class-relationships such as “A human
has two legs” or “A child is a human”) and lin-
guistic knowledge (relationships between linguis-
tic concepts such as “to compose is a synonym of
to write”) were excluded from this survey.
Although the scope of the considered KGs is
broad and unrestricted in nature, we can make
statements about the “relative filling degrees” (in
terms of number of entities or number of state-
ments) with respect to located parts of the KGs
and, hence, about the maturity of the considered
KGs:
Firstly, Wikidata still is in a start-up phase in the
sense that not all subdomains (indicated by the
classes) are covered in depth. Wikidata is espe-
cially well populated in fields such as “Person”
and biological entities, but provides only rudi-
mentary information about entities in fields such
as society. All other KGs can be classified as ma-
ture, since they do not only exist for a rather long
time, but are well positioned in all general do-
mains.

Secondly, OpenCyc can be seen as mature, but
consists of much schema information and is – in
terms of the entities, and, hence in the sense of
a KG – rather a collection of entities belonging
to different classes. Hence, OpenCyc is predes-
tinated for reasoning, but not so much for entity
retrieval purposes.

– License: Data of all considered KGs except Wiki-
data is licensed under the Creative Commons At-
tribution 3.0 license32 which means that it is al-
lowed to use the data for private and commercial
settings and to modify the data by the user.
In case of Wikidata, all structured data of the main
name space and the property name space of Wiki-
data is licensed under Creative Commons CC0,33

while text of all other namespaces of Wiki-
data is available under the Creative Commons
Attribution/Share-Alike License.34 The Creative
Commons CC0 licence enables to waive as many
rights as legally possible and is especially used
for databases.
In summary we can state that all considered KG
can be used without expenses, but in return appro-
priate credit has to be given and the same license
has to be used for further usage.
Interesting in the context of KG licenses is the
study of Jain et al. [32] who studied the appli-
cability of well-known Linked Data datasets for
commercial applications. The conclusion the au-
thors drew is that not the technical issues of de-
ployment and use of Linked Data datasets is the
crucial point, but legal aspects. Often, the license
under which a Linked Data dataset can be reused
is not specified by the data providers.

5.2. Comparison of Format and Representation

– Fact representation: The KGs DBpedia and Open-
Cyc store facts as single triples and do not regard
additional meta-information about facts such as
the confidence of the triples being correct or tem-
poral information related to the facts (e.g., the va-
lidity time).

32See https://creativecommons.org/licenses/
by/3.0/.

33See https://creativecommons.org/
publicdomain/zero/1.0/.

34See https://creativecommons.org/licenses/
by-sa/3.0/ and https://www.wikidata.org/wiki/
Wikidata:Database_download/en#License.

http://kg-wiki.org
https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/publicdomain/zero/1.0/
https://creativecommons.org/publicdomain/zero/1.0/
https://creativecommons.org/licenses/by-sa/3.0/
https://creativecommons.org/licenses/by-sa/3.0/
https://www.wikidata.org/wiki/Wikidata:Database_download/en#License
https://www.wikidata.org/wiki/Wikidata:Database_download/en#License
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In contrast to these KGs stand Freebase, YAGO,
and Wikidata: For each triple, Freebase also
stores a confidence value. The authors of YAGO
use the so-called SPOTL(X) tuples for represent-
ing spatio-temporally enhanced facts (with the el-
ements subject (S), predicate (P), object (O), time
(T), and location (L)). For Wikidata, a model is
used where each statement consists of a claim
that something is the case and a list of references
providing evidence for that claim.

– Dataset formats: Regarding all considered KGs,
data is available in RDF format: Data from DBpe-
dia and Freebase is available in the form of RDF
files,35 data from OpenCyc is available as OWL
files,36 and YAGO is available as both TSV files
and RDF files.37

Wikidata has a special position here: It is devel-
oped on the basis of Wikibase,38 a proprietary
data model for Wikidata. This data model is per
se not based on the RDF format. However, unof-
ficial RDF export files of Wikidata39 (and some
SPARQL endpoints40) are provided.

– Dynamicity: Many KGs are static in the sense
that they are not continuously updated. One rea-
son for that is that some KGs such as DBpe-
dia are created by computationally-expensive in-
formation extraction processes. Therefore, DBpe-
dia is static; however, DBpedia live – a derived
version of DBpedia – is continuously updated.
For that, Wikipedia provides a OAI-PMH update
stream, by means of which 84 articles are ana-
lyzed per minute.41

Dynamic KGs are Freebase and Wikidata since
data is maintained by a user community. In case
of these KGs, even the schema is extended by the
users.

35See http://wiki.dbpedia.org/Downloads2014,
https://developers.google.com/freebase/data,
http://tools.wmflabs.org/wikidata-exports/
rdf/.

36See http://sw.opencyc.org/.
37See http://www.mpi-inf.mpg.de/departments/

databases-and-information-systems/research/
yago-naga/yago/downloads/.

38https://www.mediawiki.org/wiki/Wikibase/
DataModel

39See http://tools.wmflabs.org/
wikidata-exports/rdf/ and [22].

40See https://www.wikidata.org/wiki/Wikidata:
Data_access/en.

41See http://wiki.dbpedia.org/online-access/
DBpediaLive.

– HTTP Lookup: Regarding all considered KGs,
data is made available via HTTP lookups on de-
mand: Given a resource (of a KG which is part of
the LOD cloud) identified by a HTTP URI, data
about this resource can be obtained by derefer-
encing this URI.42 Typically, the returned infor-
mation is made available using W3C standards
such as RDF. The idea of dereferencing is a cru-
cial point of the Semantic Web vision: In this way,
agents can traverse the LOD graph (i.e. follow-
ing links within and across single LOD datasets)
and gather the information which they need and
which is available in the LOD cloud.
HTTP lookups on demand are possible for all
KGs considered in this survey – thus allowing for
data exports.

– RDF export: Besides the HTTP lookup availabil-
ity, data from the KGs is also made available as
files. The idea is here that the KG data can also
be downloaded and processed otherwise instead
of retrieving data via HTTP lookups on demand;
this includes parsing the files directly or import-
ing the data into an appropriate database such as a
triple store. In this way, queries can be set up and
the hardware load is on the client side.

– Data storage software: Data is stored using dif-
ferent systems: While DBpedia uses Virtuoso
Universal Server43 and its available RDF dumps
can be loaded into any triple store (such as Virtu-
oso or 4store44), all other considered KGs (Free-
base, OpenCyc, Wikidata, and YAGO3) are – due
to their different data models used internally –
based on proprietary software systems. However,
the provided RDF dumps of these KGs can be
loaded into any triple store.

– Query language (online): Although all consid-
ered KGs both support RDF as data format and
are available online for HTTP lookups, not all
online versions of the KGs are offered with a
SPARQL endpoint: Only DBpedia and YAGO are
queriable in this way.45 For Wikidata, several un-

42See http://tools.ietf.org/html/rfc3986#
section-1.2.2 for more information about dereferencing
URIs.

43See http://virtuoso.openlinksw.com/
44See http://4store.org/
45See http://dbpedia.org/sparql and http:

//lod2.openlinksw.com/sparql.

http://wiki.dbpedia.org/Downloads2014
https://developers.google.com/freebase/data
http://tools.wmflabs.org/wikidata-exports/rdf/
http://tools.wmflabs.org/wikidata-exports/rdf/
http://sw.opencyc.org/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/downloads/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/downloads/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/downloads/
https://www.mediawiki.org/wiki/Wikibase/DataModel
https://www.mediawiki.org/wiki/Wikibase/DataModel
http://tools.wmflabs.org/wikidata-exports/rdf/
http://tools.wmflabs.org/wikidata-exports/rdf/
https://www.wikidata.org/wiki/Wikidata:Data_access/en
https://www.wikidata.org/wiki/Wikidata:Data_access/en
http://wiki.dbpedia.org/online-access/DBpediaLive
http://wiki.dbpedia.org/online-access/DBpediaLive
http://tools.ietf.org/html/rfc3986#section-1.2.2
http://tools.ietf.org/html/rfc3986#section-1.2.2
http://virtuoso.openlinksw.com/
http://4store.org/
http://dbpedia.org/sparql
http://lod2.openlinksw.com/sparql
http://lod2.openlinksw.com/sparql
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official SPARQL endpoints are available.46 If the
client wants to query the KGs Freebase and Open-
Cyc by means of SPARQL – and therefore rely on
a W3C Recommendation instead of a proprietary
query language –, he needs to load the provided
RDF data into a triple store. This procedure is
suggested by the authors of many KGs in case of
permanent, extensive querying, since in this way
the user needs to provide the hardware resources
by himself. Furthermore, it should be noted that
in case of OpenCyc the language CycL47 was de-
veloped to enable expressive reasoning.

– Size of schema and instance graph: In our anal-
ysis, we only took KGs into consideration which
are already widely used and which are representa-
tive for open, semantically-structured datasets on
the Web. All considered KG are therefore large
and a comparison of size per se is not reasonable,
since the KGs often cover different domains to a
different extent or emphasize different levels of
knowledge. Note that the numbers given in the ta-
ble with respect to the KG size are not directly
comparable. A complex fact may be represented
and counted as one statement in one KG but rep-
resented and counted as multiple statements in
another KG.
As already outlined above under coverage, we
can state that all considered KGs fulfill the re-
quirements of being a KG. Outstanding are the
KGs Wikidata and OpenCyc. While Wikidata is
not mature in all areas, but very focused on in-
stances, the primary focus of OpenCyc is schema
information; however, it contains many instances
and is therefore numbered among the KGs.

5.3. Comparison of Genesis and Usage

– Provenance of facts: For covering knowledge
about general domain entities – as done primar-
ily by DBpedia, Freebase, Wikidata, and YAGO
–, Wikipedia content is exploited to some degree
with the help of information extraction tools. For
creating a more formal-logical representation of
knowledge, experts need to be consulted as the
case of Cyc/OpenCyc demonstrates. In the case

46See https://www.wikidata.org/wiki/Wikidata:
Data_access for an overview and http://wdqs-beta.
wmflabs.org/ for an example.

47See http://www.cyc.com/documentation/
ontologists-handbook/cyc-basics/syntax-cycl/.

of Freebase, provenance data stored for facts are
for example the IDs of the users that added the
facts. For Wikidata, to each statement (consist-
ing, e.g., of a property and a value, such as (coun-
try, Germany)) references can be attached which
reveal the source – and therefore indirectly the
trustfulness – of the statement.

– Quality ensurance: The quality ensurance of facts
can be aligned with the two ways of fact provi-
sioning in general (see also the aspect Provenance
of facts): (i) Knowledge for the KG is extracted
automatically from a database such as Wikipedia.
In that case, no quality ensurance check is im-
plemented, but a posteriori evaluations confirmed
a sufficient high average accuracy across the KG
YAGO [43]. (ii) Knowledge is gathered by user
contributions. In those cases (see Freebase, Cyc,
and Wikidata) no fact consistency checks are ap-
plied, but the correctness is based on the trustful-
ness of the contributors.
In general it is not possible to prioritize one of
these two ways a priori. Using solely approach
(i) is only duable if the information is already
available in semi-structured formats (as in case of
Wikipedia-DBpedia), so that the proportion of in-
correct facts in the KG is kept small.

– Software projects: All considered KGs are ex-
ploited in many ways in research projects of uni-
versities and in industry, so that we only present
projects which are commonly known in the com-
munity. Notable is in particular the project IBM
Watson48 which uses several of the considered
KGs (namely, DBpedia and YAGO so far). For a
description of applications of Linked Data in gen-
eral in the industry, we can refer to the use cases
listed by the W3C.49

– Influence on other LOD datasets: Data of the sin-
gle KGs has been reused in other data sources of
the LOD cloud – especially in datasets which fo-
cus more on the integration of multiple datasets
instead of building a genuine own knowledge
base (see UMBEL50 and BabelNet51 as exam-
ples).

48See http://www.aaai.org/Magazine/Watson/
watson.php

49See http://www.w3.org/2001/sw/sweo/public/
UseCases.

50See http://www.umbel.org/.
51See http://babelnet.org/.

https://www.wikidata.org/wiki/Wikidata:Data_access
https://www.wikidata.org/wiki/Wikidata:Data_access
http://wdqs-beta.wmflabs.org/
http://wdqs-beta.wmflabs.org/
http://www.cyc.com/documentation/ontologists-handbook/cyc-basics/syntax-cycl/
http://www.cyc.com/documentation/ontologists-handbook/cyc-basics/syntax-cycl/
http://www.aaai.org/Magazine/Watson/watson.php
http://www.aaai.org/Magazine/Watson/watson.php
http://www.w3.org/2001/sw/sweo/public/UseCases
http://www.w3.org/2001/sw/sweo/public/UseCases
http://www.umbel.org/
http://babelnet.org/
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DBpedia YAGO

Freebase
Wikidata

OpenCyc

Fig. 2. owl:sameAs relations between the considered KGs.

In this context, the relation owl:sameAs is
worth mentioning: This relation indicates that the
two resources which are linked by an owl:sameAs
relation refer to the same real-world object, even
though they might have different URIs in the dif-
ferent datasets. In this way, further information
about the resources can be retrieved from linked
datasets and no information needs to be copied to
other datasets.
The most important sets of owl:sameAs rela-
tions between the considered KGs are as follows
(see also Figure 2): DBpedia and YAGO link to
each other; DBpedia links in addition to Freebase
and Wikidata; Wikidata links to Freebase; Open-
Cyc links to DBpedia; DBpedia links to broken
Cyc links.52

5.4. Comparison of Entities

– Entity reference: Since all considered KGs were
shaped by the vision of the Semantic Web, entities
do not only have unique IDs, but URIs by which
they can be referred to. While DBpedia, Free-
base, Cyc, and YAGO provide human-readable
IDs, Freebase, and Cyc additionally operate with
opaque URIs. Wikidata only provides entity IDs
which consist of “Q” followed by a number in or-
der to be language-agnostic. The labels for the en-
tities are stored in Wikidata separately.
As outlined by Berners-Lee in 1998 in “Cool
URIs don’t change” [10], URIs should be de-
signed with three things in mind: simplicity, sta-
bility, and manageability. In the context of KGs
where each entity has a URI, well-chosen URIs
become even more important. Sauermann and
Cyganiak [53] present so-called 303 URIs (which
are human readable) and hash URIs (which are

52HTTP requests of URIs with the domain http://sw.cyc.
com result in a DNS error, but these URIs are dereferencable if the
domain is replaced by http://sw.openyc.org.

not human readable) for the Semantic Web. Both
forms have their advantages and disadvantages.

– LOD registration: Publishing a dataset accord-
ing to the Linked Data principles already im-
plies that this dataset is part of the LOD cloud.
Besides that, there are Linked Open Data regis-
tration portals such as http://datahub.io
where LOD datasets can be registered and, hence,
found quickly.
All KGs considered in this survey are published
in RDF and are part of the LOD cloud. Besides
that, until the submission of this survey, all con-
sidered KGs except Wikidata were also registered
at http://datahub.io as part of the LOD
cloud.53

– LOD linkage: Most of the considered KGs link
their entities to entities of other datasets in the
LOD cloud. Remarkable are hereby DBpedia and
Freebase in terms of their high degree of connec-
tivity with other LOD datasets. DBpedia is justi-
fiably called the hub of the LOD cloud [41,50].

– Entity relevance: In some scenarios it is helpful
to rank or order entities based on some impor-
tance and/or relevance score (e.g., to find the most
well-known football players or politicians). In the
past, several approaches were presented which
calculate scores for entities. However, currently
only Freebase provides relevance scores for enti-
ties that were created by using the link counts in
Freebase and Wikipedia.54

– Description of entities: It can be difficult for users
to figure out which entity is meant by a given
ID or URI – especially if the ID is a mostly nu-
merical value due to the constraint of the knowl-
edge representation being language-independent.
In such cases, a textual description of the entities
is important. While some KGs offer textual de-
scriptions via special properties (see DBpedia and
Freebase) or fields within the data model (as in
case of Wikidata), YAGO does not offer any en-
tity description and OpenCyc only for a fraction
of the entities.

http://sw.cyc.com
http://sw.cyc.com
http://sw.openyc.org
http://datahub.io
http://datahub.io
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5.5. Comparison of Relations

– Relation reference: Analogously to entity refer-
ences, relations in the KGs are represented as IDs
or URIs.

– Relation relevance: In this respect, Wikidata is
in particular noteworthy. Since each statement
stored in Wikidata has some meta-information
such as a timestamp attached to it, properties of
items in Wikidata can be ordered with respect to
these meta-information aspects.

– Description of relations: Freebase, Wikidata, and
YAGO provide a textual description for all rela-
tions, so that the meaning of properties can be
derived. YAGO stores how the properties are ex-
pressed in freetext, while the other KGs provide
custom-built textual descriptions. DBpedia pro-
vides a label and a link to a definition only for
some properties. Cyc and BabelNet do not pro-
vide any description at all.

5.6. Comparison of Schema

– Schema restrictions: In KGs where the data is de-
rived via automated extraction methods, both the
set of classes and the set of relations is fixed. In
case of KGs where end-users can contribute (see
Wikidata and Freebase) the schema is fixed, but
can be extended.

– Schema constraints: Constraints regarding the
schema become relevant when new facts are
added to the KG (see integrity constraints and
data consistency as conceptual keystone of any
graph data model according to [18]). None of the
considered KGs use significant constraints when
facts are added: In case of DBpedia the type is
fixed during the mapping process. No further con-
straints are given. For YAGO, a type checker and
constraint checker is provided. Wikidata has no
constraint check tool, but users can report con-
straint violations. OpenCyc has no constraints
since the facts are created manually by experts.
No information about constraints was found in
case of Freebase.

– Hierarchy and network of relations: Only Open-
Cyc implements a hierarchy of relations [19]. No-
table is, however, that DBpedia properties are au-

53See http://datahub.io/group/lodcloud.
54See http://wiki.freebase.com/wiki/Search_

Cookbook#Scoring_and_Ranking

tomatically extracted from Wikipedia, leading to
many properties whose meaning is not given,55

remains unclear56 or which are semantically over-
lapping with other properties.57

– External vocabulary: DBpedia and YAGO use
vocabularies from other datasets (DBpedia uses
owl, xsd, rdfs, rdf, foaf, dc, skos, umbel58; YAGO
uses skos, umbel, rdfs und rdf), while Freebase,
and Cyc only use their own vocabulary. Wiki-
data uses also their own vocabulary, but also links
sometimes to external vocabulary via “equivalent
property” property.

– Description of classes: DBpedia, Freebase, Cyc,
and Wikidata provide human-readable descrip-
tions of their classes (DBpedia uses dbpedia-
owl:abstract and rdfs:comment; YAGO
only uses rdf:label, no description; Freebase
uses the relation /common/topic/descrip-
tion; OpenCyc has a comment relation; Wiki-
data provides a description and is exported in the
RDF dumps as schema:description).

– Forms of abstraction: As outlined in Section 2.1,
classification, generalization, aggregation, and
association are among the most important meth-
ods to model in a more abstract way. All con-
sidered KGs support the modeling of generaliza-
tion, classification, and association. Freebase and
Wikidata also support aggregation.

– Data types: The KGs either do not support any
data types for literal values, but just store strings
(as in case of Cyc), or they support simple data
types such as a subset of the XML Schema (see
DBpedia, Freebase, Wikidata, and YAGO; a typ-
ical data type is xsd:integer). The highest
number of data types is used by DBpedia59 and
Freebase.60

55An example for that is http://dbpedia.org/
property/s.

56An example for that is http://dbpedia.org/
property/useEw%25_

57An example for that is http://dbpedia.org/
property/develop, http://dbpedia.org/property/
developer, and http://dbpedia.org/property/
develops.

58See http://lov.okfn.org/dataset/lov/vocabs/
dbpedia-owl

59See http://mappings.dbpedia.org/index.php/
DBpedia_Datatypes.

60See https://wikidata.org/wiki/Special:
ListDatatypes.

http://datahub.io/group/lodcloud
http://wiki.freebase.com/wiki/Search_Cookbook#Scoring_and_Ranking
http://wiki.freebase.com/wiki/Search_Cookbook#Scoring_and_Ranking
http://dbpedia.org/property/s
http://dbpedia.org/property/s
http://dbpedia.org/property/useEw%25_
http://dbpedia.org/property/useEw%25_
http://dbpedia.org/property/develop
http://dbpedia.org/property/develop
http://dbpedia.org/property/developer
http://dbpedia.org/property/developer
http://dbpedia.org/property/develops
http://dbpedia.org/property/develops
http://lov.okfn.org/dataset/lov/vocabs/dbpedia-owl
http://lov.okfn.org/dataset/lov/vocabs/dbpedia-owl
http://mappings.dbpedia.org/index.php/DBpedia_Datatypes
http://mappings.dbpedia.org/index.php/DBpedia_Datatypes
https://wikidata.org/wiki/Special:ListDatatypes
https://wikidata.org/wiki/Special:ListDatatypes
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5.7. Comparison of Particularities

Besides general KG information and information
about the storage of instances, relations, and the
schema of the KGs, there are several aspects of data
modeling which can be found only in the models of
distinct KGs. These aspects are:

– Temporal aspects: There are three types of tem-
poral aspects which can be attached to facts in
a KG (see [57]): The valid time, i.e., the point
in time or time span the fact is valid; the inser-
tion time, i.e., the time the fact is or was inserted
into the KG; and a relevance time aspect, i.e., the
point in time or time interval which is relevant for
the user’s application. Only two of the KGs sup-
port the storage of temporal aspects besides pure
facts. The data model of Wikidata allows users
to store the time interval in which the statement
holds true. In this way, facts which are valid only
for specific time spans such as election periods
can be stored. YAGO also supports temporal in-
formation to be stored attached to the fact such as
the occurrence date.

– Source of facts: For reasons of traceability the
source (reference) of facts is stored together with
the facts. The knowledge where the facts are de-
rived from might be important for the user to as-
sess the validity and trustability of the fact. Wiki-
data and YAGO are the only KGs where the stor-
age of facts is both supported by its data model
and used by the users.61

The other KGs do not store the source. In case of
DBpedia the source of facts is obvious, namely
Wikipedia, and does not need to be stored. Cyc is
created completely by experts. It can be assumed
that the source of facts is not stored here, since all
facts are reliable.

– Reification: RDF reification was intended as a
mechanism for making provenance statements
and other statements about RDF triples [67]. Re-
garding our KGs, only Cyc and YAGO use reifi-
cation to some extent: Cyc allows the reification
of literals. In case of YAGO, time and location is
attached to facts by reification.

61It can be noted that many facts of Wikidata are derived from
Wikipedia, so that in many cases the Wikipedia URL is the only
source. For YAGO, the source of facts is provided in a separate file.

6. Assessment of KGs

Based on the Tables 1 – 7, we created a matrix (see
Table 8) where the most important aspects in which the
KGs differ (extracted from the Tables 1 – 7) are formu-
lated as yes-no-questions. These questions serve the
purpose of guiding users that are interested in choosing
among the KGs those that best fit their purposes.

For assessing the KGs, a score is calculated for each
KG. For each KG, this “fulfillment score” can be cal-
culated as the number of times the answer for the de-
sired KG matches the answer of the KG in question.
Also more sophisticated scoring functions are possi-
ble where the matching regarding specific questions
is weighted higher. In the end, the KG which has
achieved the highest score is the KG which is favored
by this framework.

7. Limitations of KGs

Peckham and Maryanski [47] argued that semantic
data models will be used widely when they perform
sufficiently well for real-world settings (especially in
enterprises). We can argue that there are already some
KG applications and many Linked Open Data datasets
available. Examples where Linked Open Data is used
are the BBC,62 Best Buy,63 and the German National
Library.64

However, there are several limitations of the KGs
and, hence, of the Semantic Web in its current uptake
which became apparent during the analysis of the con-
sidered KGs and which we therefore would like to em-
phasize:

1. Domain specificity limitation: During the pro-
cess of selecting the KGs for comparison, it be-
came apparent that either many KBs in the LOD
cloud are highly aligned to the general domain
Wikipedia covers – since Wikipedia is used as
knowledge source in these cases – or (i) the
KBs focus on specific domains (cf. the lexi-
cal databases WordNet and BabelNet) and/or (ii)
cover more schema information than instance in-
formation, so that they cannot be called KGs any
more (cf. the common sense KBs ConceptNet

62See http://www.bbc.co.uk/ontologies
63See http://www.bestbuy.com/
64See http://www.dnb.de/DE/Service/

DigitaleDienste/LinkedData/linkeddata_node.
html
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http://www.bestbuy.com/
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http://www.dnb.de/DE/Service/DigitaleDienste/LinkedData/linkeddata_node.html


20 M. Färber et al. / A Comparative Survey of DBpedia, Freebase, OpenCyc, Wikidata, and YAGO

Table
7:C

om
parison

ofthe
K

G
s

regarding
theirparticularities.

D
B

pedia
Freebase

O
penC

yc
W

ikidata
YA

G
O

3

Tem
poralaspects

no
no

no
yes,

the
valid

tim
e

of
facts

(e.g.,
the

popula-
tion

for
differentpoints

in
tim

e)

yes,e.g.,the
tim

e
ofoc-

currence

Source
offacts

no
(allfrom

W
ikipedia)

notm
entioned

no
yes,m

ostly
yes

(in
file

y
a
g
o
S
o
u
r
c
e
s)

R
eification

C
urrently

notexploited
notm

entioned
reification

ofliterals
no,decision

againstit
yes,

tim
e

and
location

attached
via

reification



M. Färber et al. / A Comparative Survey of DBpedia, Freebase, OpenCyc, Wikidata, and YAGO 21

Ta
bl

e
8:

D
ec

is
io

n
m

at
ri

x
fo

rK
G

se
le

ct
io

n.

D
B

pe
di

a
Fr

ee
ba

se
O

pe
nC

yc
W

ik
id

at
a

YA
G

O
3

1.
Is

th
e

av
ai

la
bl

e
K

G
co

nt
in

uo
us

ly
up

da
te

d
(n

o
fix

ed
ve

rs
io

ns
)?

(X
)a

X
-

X
-

2.
A

re
ot

he
rl

an
gu

ag
es

th
an

E
ng

lis
h

su
pp

or
te

d?
X

X
-

X
X

3.
Is

it
ra

th
er

an
in

st
an

ce
K

G
th

an
a

sc
he

m
a

K
G

?
X

X
-

X
X

4.
Is

da
ta

av
ai

la
bl

e
vi

a
H

T
T

P
lo

ok
up

?
X

X
X

(X
)b

X

5.
Is

an
of

fic
ia

lS
PA

R
Q

L
en

dp
oi

nt
pr

ov
id

ed
?

X
-

-
-

X

6.
Is

so
m

e
da

ta
qu

al
ity

le
ve

l
en

su
re

d
(m

an
ua

lly
or

vi
a

m
an

ua
l

ap
pr

ov
em

en
t)

?
-

X
X

X
(X

)c

7.
Is

th
e

K
G

pa
rt

of
th

e
L

O
D

cl
ou

d
ac

co
rd

in
g

to
h
t
t
p
:
/
/

d
a
t
a
h
u
b
.
i
o

?
X

X
X

-
X

8.
D

o
th

e
en

tit
ie

s
ha

ve
an

y
or

de
ri

ng
or

ra
nk

in
g?

-
X

-
-

-
9.

A
re

en
tit

y
de

sc
ri

pt
io

ns
av

ai
la

bl
e?

X
X

X
X

-
10

.D
o

th
e

re
la

tio
ns

ha
ve

an
y

or
de

ri
ng

or
ra

nk
in

g?
-

-
-

X
-

11
.A

re
re

la
tio

n
de

sc
ri

pt
io

ns
av

ai
la

bl
e?

X
X

-
X

X

12
.I

s
th

e
oc

cu
rr

en
ce

tim
e

of
fa

ct
s

st
or

ed
?

-
-

-
X

X

13
.I

s
th

e
so

ur
ce

of
fa

ct
s

st
or

ed
?

-
-

-
X

-
14

.I
s

re
ifi

ca
tio

n
su

pp
or

te
d

an
d

do
ne

in
pr

ac
tic

e?
-

-
X

-
X

15
.A

re
co

nc
ep

ts
de

sc
ri

pt
io

ns
av

ai
la

bl
e?

-
X

X
X

-
16

.A
re

an
y

st
an

da
rd

da
ta

ty
pe

s
us

ed
fo

rl
ite

ra
ls

?
X

X
-

X
X

a C
on

tin
uo

us
up

da
te

s
ar

e
av

ai
la

bl
e

fo
rD

B
pe

di
a

liv
e,

bu
tn

ot
fo

rD
B

pe
di

a
b V

ia
H

T
T

P
lo

ok
up

s
th

e
us

er
ca

n
on

ly
re

tr
ie

ve
th

e
la

be
ls

an
d

th
e

W
ik

ip
ed

ia
ca

te
go

ri
es

of
W

ik
id

at
a

ite
m

s.
c A

n
ev

al
ua

tio
n

of
th

e
qu

al
ity

w
as

on
ly

pe
rf

or
m

ed
fo

rY
A

G
O

2,
bu

tn
ot

fo
rY

A
G

O
3.

http://datahub.io
http://datahub.io


22 M. Färber et al. / A Comparative Survey of DBpedia, Freebase, OpenCyc, Wikidata, and YAGO

and UMBEL). Although there is a considerable
amount of KGs which are freely available and
focus on specific domains, most domains with
potential use cases are not covered by KGs. Re-
garding the prediction by Peckham and Maryan-
ski [47] according to which semantic data mod-
els are used mainly for the management of sci-
entific, engineering, and manufacturing data, we
can state: This data exists, but most of the data
is not semantically enriched and/or in the format
RDF – and if, there are not many attributes. Fu-
ture projects on the so called “Industry 4.0” (in-
cluding concepts of cyber-physical systems, the
Internet of Things, and the Internet of Services)
aim at changing this.

2. Limitations of modeling time aspects: Concepts
for modeling dynamic and/or temporal aspects
within semantic (graph) data models have been
developed since the uprise of semantic data mod-
els (see [58,57] for an overview of temporal
database theory). Snowgrass and Ahn [57] distin-
guish between transaction time (time when data
is stored), valid time (time the data is useful or
valid), and user-defined time (additional time in-
formation to be stored) as the dimensions of rep-
resenting temporal data in databases. Despite re-
search on temporal data models, dynamic and
temporal data models have not become prevalent
so far. Still today, most semantic graph data mod-
els neither encompass the temporal characteris-
tics of knowledge facts nor the spatial-temporal
grounded representation of events. Also, Rula
et al. [51] showed that the amount of temporal
information available in the Linked Open Data
cloud is still very small. One reason might be
that adding temporal aspects multiplies the num-
ber of statements and also may complicate the
situation for users and software developers who
write queries since queries become more com-
plex. Keeping things simple – and neglecting
temporal aspects – is the often selected mantra
for building up scalable environments such as
KBs.

3. KG Population: The Semantic Web suffers from
the difficulties of transforming text and other,
mainly unstructured data into RDF. KGs of to-
day have already some potential and can be ap-
plied to many settings; however, the KGs are de-
pendent on the supply of structured data from ex-
ternal sources. Knowledge extraction tools and

ontology learning tools are the key for building
KGs.

4. Limitations regarding the Linked Open Data
cloud (partly based on [34]):

(a) Lack of Conceptual Description of Datasets:
In order to identify the domain a specific LOD
dataset covers, a human expert is needed.
There is currently no standard mechanism
or dataset description interface which states
that, e.g., MusicBrainz is about music related
information while Geonames is about geo-
graphical information. This leads to a miss-
ing overview of what datasets are there and
which can be used in a certain setting. There
are some attempts [49,2] to describe LOD
datasets,65 but they do not focus on the con-
ceptual or semantic level, but instead on sta-
tistical information or a prosaic description.
Since the LOD cloud consists of datasets
which were published under the Linked Data
principles, nobody knows the complete pic-
ture of the LOD cloud. Even the well-known
LOD cloud diagram66 is only a particular
perspective on the Web of Data, and many
other valid perspectives are possible.67 Other
approaches automatically assess, annotate
and index linked datasets, e.g., by extracting
topic annotations for arbitrary Linked Data
datasets [24]; but these tools have not yet be-
come widely used.

(b) Lack of LOD Schema Alignment: Links be-
tween LOD datasets are almost exclusively
on the level of instances. There are only a
few approaches or good practices for map-
ping concepts at the schema level of the LOD
cloud. Although ontology matching has been
widely studied in the Semantic Web area and
its tools usually produced strict mappings
between concepts such as equivalence and
subsumption, the situation in case of Linked
Data is difficult: Even though concepts may
have a strong semantic similarity, the con-
cepts are not necessarily equivalent. One ex-
ample for an inconsistency is the fact that
dbpedia:Actor denotes professional ac-

65See also the LOD data catalogs http://datahub.
io and http://linkeddatacatalog.dws.informatik.
uni-mannheim.de.

66See http://lod-cloud.net/.
67See http://lod-cloud.net/.

http://datahub.io
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http://lod-cloud.net/
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tors, while the concept movie:actor of
LinkedMDB68 means a person who plays a
role in a movie, but who is not a stage actor.
The UMBEL ontology was developed to con-
nect schemas used by LOD datasets. How-
ever, UMBEL does not take the individual us-
age patterns of the concepts into account [45].
Remarkable approaches for finding schema-
level links between LOD datasets are pro-
vided by Nokolov et al. [45] and Jain et al.
[33].

(c) Lack of Expressivity: Publishing Linked Data
in the LOD cloud is done for rapid data re-
leases and for relying on the Web of Data as
washing machine (cleaning data over time)
[6]. However, in Linked Data the rich fea-
tures of OWL are rarely used. Although enti-
ties can be interlinked between datasets with
owl:sameAs relations, there is no auto-
matic constraint check or reasoning whether
the entities in different datasets contain inco-
herent information. The city of Berlin, for in-
stance, can have a different population size
in DBpedia and in Geonames, and this is not
eradicated. This task remains as burden for
the data consumers.

8. Outlook

Future work on KGs and Semantic Web technolo-
gies might focus on the following areas:

– There are new approaches of how to model
knowledge in a semantically-structured form –
against the background of having learned of 15
years of ontology engineering. One example of
such a new approach is the design and use of so
called ontology design patterns [26]: An ontology
design pattern is a reusable solution to a recur-
rent modeling problem. The focus is on reusing
existing components, since ontologies and ontol-
ogy components have been reused only to a very
limited extend so far.

– There might be new forms of KGs and KBs which
do not focus on the storage of entities and their re-
lations, but instead on other things such as events
[39,55,65]. Papers published the last years indi-
cate that event-centric KGs will become more im-
portant and also widely applicable.

68See http://www.linkedmdb.org/.

– Recently, there is noticeable progress towards
constructing KGs automatically. This is neces-
sary, since constructing and/or populating KGs
neither with the help of experts nor with the help
of open communities does not scale to an extend
that is needed for most applications. For instance,
in Freebase the place of birth relation was miss-
ing for 71% of all people instances, although this
relation was mandatory according to the schema
[68]. Also, Buh et al. [60] showed that the growth
of Wikipedia has been slowing down. Conse-
quently, automatic knowledge base construction
(AKBC) methods have been attracted more atten-
tion [44]. Noteworthy in this context is the ap-
proach of statistical inference in KGs. Predictive
models are trained on known facts from the KG.
From that, unknown facts are derived and com-
pared to “noisy” facts extracted from external, of-
ten unstructured sources such as the Web. New
facts are added to the KG if they are supported
by both models with a certain confidence. This
methodology is for instance used in Google’s
Knowledge Vault project [21].

9. Conclusion

Freely available knowledge graphs (KGs) have not
been in the focus of any extensive comparative study
so far. In this survey, we defined aspects according to
which KGs can be analyzed. We analyzed and com-
pared DBpedia, Freebase, Cyc, Wikidata, and YAGO
along these aspects and proposed a checklist to enable
readers to find the most suitable KG for their settings.
We discussed the essential issues current KGs are con-
flicted with and glanced over the possible future of the
Semantic Web.
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