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Abstract. The ability to compare systems from the same domain is of central importance for their introduction into complex
applications. In the domains of named entity recognition and entity linking, the large number of systems and their orthogonal
evaluation w.r.t. measures and datasets has led to an unclear landscape regarding the abilities and weaknesses of the different
approaches. We present GERBIL—an improved platform for repeatable, storable and citable semantic annotation experiments—
and its extension since being release. GERBIL has narrowed this evaluation gap by generating concise, archivable, human- and
machine-readable experiments, analytics and diagnostics. The rationale behind our framework is to provide developers, end users
and researchers with easy-to-use interfaces that allow for the agile, fine-grained and uniform evaluation of annotation tools on
multiple datasets. By these means, we aim to ensure that both tool developers and end users can derive meaningful insights
into the extension, integration and use of annotation applications. In particular, GERBIL provides comparable results to tool
developers, simplifying the discovery of strengths and weaknesses of their implementations with respect to the state-of-the-art.
With the permanent experiment URIs provided by our framework, we ensure the reproducibility and archiving of evaluation
results. Moreover, the framework generates data in a machine-processable format, allowing for the efficient querying and post-
processing of evaluation results. Additionally, the tool diagnostics provided by GERBIL provide insights into the areas where
tools need further refinement, thus allowing developers to create an informed agenda for extensions and end users to detect the
right tools for their purposes. Finally, we implemented additional types of experiments including entity typing. GERBIL aims to
become a focal point for the state-of-the-art, driving the research agenda of the community by presenting comparable objective
evaluation results. Furthermore, we tackle the central problem of the evaluation of entity linking, i.e., we answer the question
of how an evaluation algorithm can compare two URIs to each other without being bound to a specific knowledge base. Our
approach to this problem opens a way to address the deprecation of URIs of existing gold standards for named entity recognition
and entity linking, a feature which is currently not supported by the state-of-the-art. We derived the importance of this feature
from usage and dataset requirements collected from the GERBIL user community, which has already carried out more than
24.000 single evaluations using our framework. Through the resulting updates, GERBIL now supports 8§ tasks, 46 datasets and 20
systems.

Keywords: Semantic Entity Annotation System, Reusability, Archivability, Benchmarking Framework, Named Entity Recognition,
Linking, Disambiguation

1. Introduction

Named Entity Recognition (NER) and Named En-
tity Linking/Disambiguation (NEL/D) as well as other
*Corresponding author, e-mail: roeder @informatik.uni-leipzig.de natural language processing (NLP) tasks play a key

1570-0844/0-1900/$35.00 (© 0 — IOS Press and the authors. All rights reserved



2 Roeder et al. / General Entity Annotator Benchmarking Framework

role in annotating RDF knowledge from unstructured
data. While manifold annotation tools have been de-
veloped over recent years to address (some of) the
subtasks related to the extraction of structured data
from unstructured data [21427,3941/4311495316063],
the provision of comparable results for these tools re-
mains a tedious problem. The issue of comparability
of results is not to be regarded as being intrinsic to
the annotation task. Indeed, it is now well established
that scientists spend between 60 and 80% of their time
preparing data for experiments [24431/48]]. Data prepa-
ration being such a tedious problem in the annota-
tion domain is mostly due to the different formats of
gold standards as well as the different data representa-
tions across reference datasets. These restrictions have
led to authors evaluating their approaches on datasets
(1) that are available to them and (2) for which writ-
ing a parser and an evaluation tool can be carried
out with reasonable effort. In addition, many differ-
ent quality measures have been developed and used
actively across the annotation research community to
evaluate the same task, creating difficulties when com-
paring results across publications on the same top-
ics. For example, while some authors publish macro-
F-measures and simply call them F-measures, others
publish micro-F-measures for the same purpose, lead-
ing to significant discrepancies across the scores. The
same holds for the evaluation of how well entities
match. Indeed, partial matches and complete matches
have been used in previous evaluations of annotation
tools [IL159]. This heterogeneous landscape of tools,
datasets and measures leads to a poor repeatability of
experiments, which makes the evaluation of the real
performance of novel approaches against the state-of-
the-art rather difficult.

Thus, we present GERBIL—a general framework
for benchmarking semantic entity annotation systems
which introduces a platform and a software for compa-
rable, archivable and efficient semantic annotation ex-
periments fostering a more efficient and effective com-
munityﬂ

In the rest of this paper, we explain the core princi-
ples which we followed to create GERBIL and detail
our new contributions. Thereafter, we present the state-
of-the-art in benchmarking Named Entity Recognition,
Typing and Linking. In Section 4, we present the GER-
BIL framework. We focus in particular on the provided

IThis paper is a significant extension of [63] including the
progress of the GERBIL project since its initial release in 2015.

features such as annotators, datasets, metrices and the
evaluation processes including our new approach to
match URIs. We then present an evaluation of the
framework by indirectly qualifying the interaction of
the community with our platform since its release. We
conclude with a discussion of the current state of GER-
BIL and a presentation of future work. More informa-
tion can be found at our project webpage http://
gerbil.aksw.organd at the code repository page
https://github.com/AKSW/gerbil. The on-
line version of GERBIL can be accessed at http:
//gerbil.aksw.org/gerbil.

2. Principles

Insights into the difficulties of current evaluation se-
tups have led to a movement towards the creation of
frameworks to ease the evaluation of solutions that
address the same annotation problem, see Section
GERBIL is a community-driven effort to enable the
continuous evaluation of annotation tools. Our ap-
proach is an open-source, extensible framework that
allows an evaluation of tools against (currently) 20 dif-
ferent annotators on 12 different datasets in 6 different
experiment types. By integrating such a large number
of datasets, experiment types and frameworks, GER-
BIL allows users to evaluate their tools against other
semantic entity annotation systems (short: entity anno-
tation systems) by using the same setting, leading to
fair comparisons based on the same measures. Our ap-
proach goes beyond the state-of-the-art in several re-
spects:

— Repeatable settings: GERBIL provides persistent
URLs for experimental settings. Hence, by using
GERBIL for experiments, tool developers can en-
sure that the settings for their experiments (mea-
sures, datasets, versions of the reference frame-
works, etc.) can be reconstructed in a unique man-
ner in future works.

— Archivable experiments: Through experiment
URLs, GERBIL also addresses the problem of
archiving experimental results and allows end
users to gather all pieces of information required
to choose annotation frameworks for practical ap-
plications.

— Open software and service: GERBIL aims to be
a central repository for annotation results without
being a central point of failure: While we make
experiment URLs available, we also provide users
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directly with their results to ensure that they use
them locally without having to rely on GERBIL.
Leveraging RDF for storage: The results of
GERBIL are published in a machine-readable for-
mat. In particular, our use of DatalD [3] and Dat-
aCube [14] to denote tools and datasets ensures
that results can be easily combined and queried
(for example to study the evolution of the per-
formance of frameworks) while the exact config-
uration of the experiments remains uniquely re-
constructable. By these means, we also tackle the
problem of reproducibility.

Fast configuration: Through the provision of re-
sults on different datasets of different types and
the provision of results on a simple user interface,
GERBIL also provides efficient means to gain an
overview of the current performance of annota-
tion tools. This provides (1) developers with in-
sights into the type of data on which their accu-
racy needs improvement and (2) end users with
insights allowing them to choose the right tool for
the tasks at hand.

Any knowledge base: With GERBIL we in-
troduce the notion of knowledge-base-agnostic

benchmarking of entity annotation systems through

generalized experiment types. By these means,
we allow the benchmarking of tools against refer-
ence datasets from any domain grounded in any
reference knowledge base.

— Extensibility: GERBIL is provided as an open-
source platforrrﬂ that can be extended by mem-
bers of the community both to new tasks and dif-
ferent purposes.

— Diagnostics: The interface of the tool was de-
signed to provide developers with means to easily
detect aspects in which their tool(s) need(s) to be
improved.

— Portability of results: We generate human- and
machine-readable results to ensure maximum
usefulness and portability of the results generated
by our framework.

After the release of GERBIL and several hundred ex-
periments, a list of drawbacks of current datasets stated
by GERBIL’s community and developers led to re-
quirements for further development of the platform. In
particular, the requirements pertained to:

— Entity Matching. The comparison of two strings
representing entity URIs is not sufficient to de-
termine whether an annotator has linked an entity
correctly. For example, the two URIs http:
//dbpedia.org/resource/Berlin
and http://en.wikipedia.org/wiki/
Berlin stand for the same real-world object.
Hence, the result of an annotation system should
be marked as true positive if it generates any
of these two URIs to signify the corresponding

To ensure that the GERBIL framework is useful to
both end users and tool developers, its architecture and
interface were designed with the following require-
ments in mind:

real-world object. The need to address this
drawback of current datasets (which only provide
one of these URIs) is amplified by the diversity

— Easy integration of annotators: We provide a

wrapping interface that allows annotators to be
evaluated via their HTTP interface. In particu-
lar, we integrated 15 additional annotators not
evaluated against each other in previous works
(e.g., [L1D).

Easy integration of datasets: We also provide
means to gather datasets for evaluation directly
from data services such as DataHub In particu-
lar, we added 37 new datasets to GERBIL.

Easy addition of new measures: The evaluation
measures used by GERBIL are implemented as in-
terfaces. Thus, the framework can be easily ex-
tended with novel measures devised by the anno-
tation community.

of annotators and the corresponding diversity of
knowledge bases (KB) on which they rely.

Deprecated entities in datasets. Most of the gold
standards in the NER and NED research area have
not been updated after their first creation. Thus,
the URIs they rely on have remained static over
the years while the underlying KBs may have
been refined or changed. This leads to some URIs
in a gold standard being deprecated. As in the
first requirement, there is hence a need to provide
means to assess a result as true positive when the
URI generated by a framework is a novel URI
which corresponds to the deprecated URIL.

New tasks and Adapters GERBIL was requested
for use in the two OKE challenges in 2015 and

Zhttp://datahub.io

3 Available atlhttp: //gerbil.aksw.org,
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2016E}E] Thus, we implemented corresponding
tasks and supported the execution of each re-
spective campaign. Additionally, we added sev-
eral state-of-the-art annotators and datasets upon
community request.

Finally, GERBIL was designed primarily for bench-
marking entity annotation tools with the aim of ensur-
ing repeatable and archiveable experiments in compli-
ance with the FAIR principles [67]. Table[T]depicts the
details of GERBIL’s implementation of the FAIR prin-
ciples.

3. Related Work

Named Entity Recognition and Entity Linking have
gained significant momentum with the growth of
Linked Data and structured knowledge bases. Over the
past few years, the problem of result comparability has
thus led to the development of a handful of frame-
works.

The BAT-framework [11] is designed to facilitate
the benchmarking of NER, NEL/D and concept tag-
ging approaches. BAT compares seven existing entity
annotation approaches using Wikipedia as reference.
Moreover, it defines six different task types, five dif-
ferent matchings and six evaluation measures provid-
ing five datasets. Rizzo et al. [53] present a state-of-
the-art study of NER and NEL systems for annotating
newswire and micropost documents using well-known
benchmark datasets, namely CoNLL2003 and Micro-
posts 2013 for NER as well as AIDA/CoNLL and Mi-
croposts2014 [4] for NED. The authors propose a com-
mon schema, named the NERD ontologyE] to align
the different taxonomies used by various extractors.
To tackle the disambiguation ambiguity, they propose
a method to identify the closest DBpedia resource by
(exact-)matching the entity mention. Recently, Chen
et al. [8] published EUEF, the easy-to-use evalua-
tion framework which addresses three more challenges
as opposed to the standard GERBIL algorithm. First,
EUEF introduces a new matching metric based on
fuzzy matching to account for annotator mistakes. Sec-
ond, the framework introduces a new methodology for
handling NIL annotations. Third, Chen et al.’s frame-

4https://github.com/anuzzolese/oke-
challenge

>https://github.com/anuzzolese/oke—
challenge-2016

%http://nerd.eurecom.fr/ontology

work analyzes sub-components of NER/NED systems.
However, EUEF only includes three systems and seven
datasets and is not yet open source or online available.
Ling et al. [35] recently presented a good overview and
comparison of NEL systems together with their VIN-
CULUM system. VINCULUM is not part of GERBIL
as it does not provide a public endpoint.

Over the course of the last 25 years several chal-
lenges, workshops and conferences dedicated them-
selves to the comparable evaluation of information ex-
traction (IE) systems. Starting in 1993, the Message
Understanding Conference (MUC) introduced a first
systematic comparison of information extraction ap-
proaches [62]]. Ten years later, the Conference on Com-
putational Natural Language Learning (CoNLL) of-
fered the beginnings of a shared task on named en-
tity recognition and published the CoNLL corpus [S7].
In addition, the Automatic Content Extraction (ACE)
challenge [[17], organized by NIST, evaluated several
approaches but was discontinued in 2008. Since 2009,
the text analytics conference has hosted the work-
shop on knowledge base population (TAC-KBP) [3§]]
where mainly linguistic-based approaches are pub-
lished. The Senseval challenge, originally concerned
with classical NLP disciplines, widened its focus in
2007 and changed its name to SemEval to account
for the recently recognized impact of semantic tech-
nologies [32]]. The Making Sense of Microposts work-
shop series (#Microposts) established in 2013 an entity
recognition and in 2014 an entity linking challenge fo-
cusing on tweets and microposts [56]. In 2014, Carmel
et al. [|6] introduced one of the first Web-based evalua-
tion systems for NER and NED and the centerpiece of
the entity recognition and disambiguation (ERD) chal-
lenge. Here, all frameworks are evaluated against the
same unseen dataset and provided with corresponding
results.

GERBIL goes beyond the state-of-the-art by ex-
tending the BAT-framework as well as [53]] enhanc-
ing reproducibility, diagnostics and publishability of
entity annotation systems. In particular, we provide
37 additional datasets and 15 additional annotators.
The framework addresses the lack of treatment of
NIL values within the BAT-framework and provides
more wrapping approaches for annotators and datasets.
Moreover, GERBIL provides persistent URLs for ex-
periment results, unique URIs for frameworks and
datasets, a machine-readable output and automatic
dataset updates from data portals. Thus, it allows for a
holistic comparison of existing annotators while sim-
plifying the archiving of experimental results. More-
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Table 1
FAIR principles and how GERBIL addresses each of them.

To be Findable

F1. (meta)data are assigned a globally unique and persistent identifier
F2. data are described with rich metadata (defined by R1 below)

F3. metadata clearly and explicitly include the identifier of the data it
describes

F4. (meta)data are registered or indexed in a searchable resource

Unique W3ID URIs per experiment
Experimental configuration as RDF
Relates via RDF

batch-updated SPARQL endpoint:
http://gerbil.aksw.org/sparql

To be Accessible

Al. (meta)data are retrievable by their identifier using a standardized
communications protocol

Al.1 the protocol is open, free, and universally implementable

A1.2 the protocol allows for an authentication and authorization proce-
dure, where necessary

A2. metadata are accessible, even when the data are no longer available

HTTP (with JSON-LD as data format)

HTTP is an open standard
Not necessary, see GERBIL disclaimer

Each experiment is archived

To be Interoperable

I1. (meta)data use a formal, accessible, shared, and broadly applicable
language for knowledge representation

12. (meta)data use vocabularies that follow FAIR principles

13. (meta)data include qualified references to other (meta)data

RDF, DatalD, DataCube

Community-based, open vocabularies

Datasets are described using DatalD

To be Reusable

R1. meta(data) are richly described with a plurality of accurate and rel-
evant attributes

R1.1. (meta)data are released with a clear and accessible data usage
license

R1.2. (meta)data are associated with detailed provenance

R1.3. (meta)data meet domain-relevant community standards

Experiment measures have been chosen in a community process

GERBIL is implemented by LGPL-3.0

Provenance is added to each machine-readable experiment data
GERBIL covers a superset of domain-relevant data

over, our framework offers opportunities for the fast
and simple evaluation of entity annotation system pro-
totypes via novel NIF-based [26] interfaces, which are
designed to simplify the exchange of data and binding
of services.

4. The GERBIL Framework
4.1. Architecture Overview

GERBIL abides by a service-oriented architecture
driven by the model-view-controller pattern (see Fig-
ure |I[) Entity annotation systems, datasets and config-
urations, such as, experiment type, matching or mea-
sure are implemented as controller interfaces easily
pluggable to the core controller. The output of exper-
iments as well as descriptions of the various compo-
nents are stored in a serverless database for fast de-
ployment. Finally, the view component displays con-

figuration options and respectively renders experiment
results delivered by the main controller communica-
tion with the diverse interfaces and database.

4.2. Features

Experiments run in our framework can be config-
ured in several manners. In the following, we present
some of the most important parameters of experiments
available in GERBIL.

4.2.1. Experiment types

An experiment type defines the problem that has
to be solved by the benchmarked system. Cornolti et
al.’s [L1] BAT-framework offers six different exper-
iment types, namely (scored) annotation (S/A2KB),
disambiguation (D2KB)—also known as linking—
and (scored respectively ranked) concept annotation
(S/R/C2KB) of texts. In [53]], the authors propose two
types of experiments, highlighting the strengths and
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Fig. 1. Overview of GERBIL’s abstract architecture. Interfaces to users and providers of datasets and annotators are marked in blue.

weaknesses of the analyzed systems. Thereby, per-
forming i) entity recognition, i.e., the detection of the
exact match of the pair entity mention and type (e.g.,
detecting the mention Barack Obama and typing it as a
Person), and ii) entity linking, where an exact match of
the mention is given and the associated DBpedia URI
has to be linked (e.g., locating a resource in DBpe-
dia which describes the mention Barack Obama). This
work differs from the previous one in its entity recog-
nition experimentation, and annotation of entities to a
RDF knowledge base.

GERBIL merges the six experiments provided by the
BAT-framework to three experiment types by a gen-
eral handling of scored annotations. These experiment
types are further extended by the idea to not only link
to Wikipedia but to any knowledge base K. One ma-
jor formal update of the measures in GERBIL is that
in addition to implementing experiment types from
previous frameworks, it also measures the influence
of emerging entities (EEs or NIL annotations), i.e.,
the linking of entities that are recognized as such but
cannot be linked to any resource from the reference
knowledge base K. For example, the string “Ricardo
Usbeck” can be recognized as a person name by sev-
eral tools but cannot be linked to Wikipedia/DBpedia,
as it does not have a URI in these reference datasets.
Our framework extends the experiment types of [L1] as
follows: Letm = (s,1,d,c) € M denote an entity men-
tion in document d € D with start position s, length /
and confidence score ¢ € [0, 1]. Note that some frame-

works might not return (1) a position s or a length [ for
a mention, in which case weset s = 0and/ =0; (2) a
score ¢, in which case we set ¢ = 1.

We implement 8 types of experiments:

1. Entity Recognition: In this task the entity men-
tions need to be extracted from a document set D.
To this end, an extraction function ex : D — 2™
must be computed.

. D2KB: The goal of this experiment type is to
map a set of given entities mentions (i.e., a subset
1 € M) to entities from a given knowledge base
or to NIL. Formally, this is equivalent to finding
a mapping a : 4 — K U {NIL}. In the classical
setting for this task, the start position, the length
and the score of the mentions m; are not taken
into consideration.

. Entity Typing: The typing task is similar to the
D2KB task. Its goal is to map a set of given en-
tities mentions u to the type hierarchy of K. This
task uses the hierarchical F-measure to evaluate
the types returned by the annotation system us-
ing the expected types of the gold standard and
the type hierarchy of K.

. C2KB: The concept tagging task C2KB aims to
detect entities when given a document. Formally,
the tagging function fag simply returns a subset
of K for each input document d.

. A2KB: This task is the classical NER/D task,
that is, a combination of the Entity Recognition
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and D2KB tasks. Thus, an A2KB annotation sys-
tem receives the document set D, has to identify
entities mentions u and link them to K.

6. RT2KB: This task is the combincation of the En-
tity Recognition and Typing tasks, i.e., the goal
is to identify entities in a given document set D
and map them to the types of K.

7. OKE 2015 Taskl: The first task of the OKE
Challenge 2015 [47] comprises Entity Recogni-
tion, Entity Typing and D2KB.

8. OKE 2015 Task2: The goal of the second task
of the OKE Challenge 2015 [47] is to extract the
part of the text that contains the type of a given
entity mention and link it to the type hierarchy of
K.

With this extension, our framework can now deal
with gold standard datasets and annotators that link
to any knowledge base, e.g., DBpedia, BabelNet [44]
etc., as long as the necessary identifiers are URIs. We
were thus able to implement 37 new gold standard
datasets, cf. Section [4.4] and 15 new annotators link-
ing entities to any knowledge base instead of solely
to Wikipedia, as in previous works, cf. Section #.3.1]
With this extensible interface, GERBIL can be ex-
tended to deal with supplementary experiment types,
e.g., entity salience [11], word sense disambiguation
(WSD) [43] and relation extraction [59]. These cate-
gories of experiment types will be added to GERBIL in
following versions.

4.2.2. Matching

A matching defines which conditions the result of
an annotator has to fulfill to be a correct result, i.e.,
to match an annotation of the gold standard. An anno-
tation has either a position, a meaning (i.e., a linked
entity or a type) or both. Therefore, we can define an
annotation a = (s,1,d, u) with a start position s and
a length [ as defined above. d is the document the an-
notation belongs to and u is a URI linking to an entity
or the type of an entity (depending on the experiment
type).

The first matching type M, used for the C2KB ex-
periments is the strong entity matching. This matching
does not rely on positions and takes only the URIs u
into account. Following this matching, a single anno-
tation a = (s,1,d,u) returned by the annotator is cor-
rect if it matches exactly with one of the annotations
a = (s',l',d,u) in the gold standard @’ € G(d) of

d [[L1]]. Formally,

1 iffu=1u,
Mg(a,a’) - {0 else M

For the D2KB experiments, matching is expanded to
strong annotation matching M, and includes the cor-
rect position of the entity mention inside the document:

1 iffu=u'Ns=y
AN=T, 2
0 else.

Mu(m» G) =

The strong annotation matching can also be used
for A2KB and Sa2KB experiments. However, in prac-
tice this exact matching can be misleading. A docu-
ment can contain a gold standard named entity, such
as, “President Barack Obama” while the result of an
annotator only marks “Barack Obama” as named en-
tity. Using an exact matching leads to weighting this
result as wrong while a human might rate it as cor-
rect. Therefore, the weak annotation matching M,, re-
laxes the conditions of the strong annotation matching.
Thus, a correct annotation has to be linked to the same
entity and must overlap the annotation of the gold stan-
dard:

1 iffu=1u
ANM(is<sNhe<eNs <e)
V(is>s'ANe>e ANs<e)
V(is< s hNe>e)
V(is>s'Ne<e))

0 else

M, (m,G) =

3

wheree = s+ lande =5 + 1.

However, the evaluation of whether two given
meanings are matching each other is more challenging
than the expression u = u’ reveals. The comparison of
two strings representing entity URIs might look like
a solution for this problem. However, in practice, this
simple approach has limitations. These limitations are
mainly caused by the various ways in which the anno-
tators express their annotation. Some systems use DB-
pedia [134]] URIs or IRIs while other systems annotate
documents with Wikipedia IDs or article titles. Addi-
tionally, in most cases the versions of the KBs used
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to create datasets are diverging from the versions an
annotator relies on.

The key insight behind the solution to this problem
in GERBIL is simply to use URIs to represent mean-
ings. We provide an enhanced entity matching which
comprises the four steps (1) URI set retrieval, (2) URI
checking, (3) URI set classification, and (4) URI set
matching, see Figure 2]

URI set retrieval. ~Since an entity can be described in
several KBs using different URIs and IRIs, GERBIL as-
signs a set of URISs to a single annotation representing
the semantic meaning of this annotation. Initially, this
set contains the single URI that has been loaded from
the dataset or read from an annotators response. The
set is expanded by crawling the Semantic Web graph
using owl : sameAs links as well as redirects. These
links are retrieved using different modules that are cho-
sen based on the domain of the URI. The general ap-
proach we implemented de-references the given URI
and tries to parse the returned triples. Although this ap-
proach works with every KB, we offer a module for the
DBpedia URISs that can transform them into Wikipedia
URIs and vice versa. Additionally, we implemented a
Wikipedia API client module that can retrieve redirects
for Wikipedia URIs. Moreover, one module can han-
dle common errors like wrong domain names, e.g., the
usage of DBpedia.orqg instead of dbpedia.org,
and the transformation from an IRI into a URI and vice
versa. The expansion of the set stops if all URISs in the
set have been crawled and no new URI could be added.

URI checking. 'While the development of annotators
moves on, many datasets were created years ago using
versions of KBs that are redundant. This is an impor-
tant issue that cannot be solved automatically unless
the datasets refer to their old versions, which is in prac-
tice rarely the case. We try to minimize the influence
of outdated URIs by checking every URI for its exis-
tence. If a URI cannot be dereferenced, it is marked
as outdated. However, this is only possible for URIs
of KBs that abide by the Linked Data principles and
provide de-referencable URIs, e.g., DBpedia.

URI set classification. All entities can be separated
into two classes [29]. The class Ckp comprises all en-
tities that are present inside at least one KB. In con-
trast, emerging entities are not present in any KB and
form the second class Crg. A URI set S is classified
as § € Ckggp if it contains at least one URI of a pre-
defined KB’s namespace. Otherwise it is classified as
S € Cgg.

URI set matching. The final step of checking whether
two entities are matching each other is to check
whether their two URI sets are matching. There are
two cases in which two URI sets S 1 and S » are match-
ing.

(S1 ECKB)/\(SQ ECKB)A(SlﬁSQ#(D) “4)
(Sl S CEE) /\(S2 S CEE) (5)

In the first case, both sets are assigned to the Ckp class
and the sets are overlapping while in the second case,
both sets are assigned to the Cgg class. Note that in
the case of emerging entities, it does not make sense to
check whether both sets are overlapping, since most of
the URISs of these entities are synthetically generated.

Limitations. This entity matching has two known
drawbacks. First, wrong links between KBs can lead
to a wrong URI set. The following example shows
that because of a wrong linkage between DBpedia and
data.nytimes.com, Japan and Armenia are the
same

dbr:Japan owl:sameAs
nyt:66220885916538669281
nyt:66220885916538669281 owl:sameAs
dbr:Armenia

Second, the URI set retrieval as well as the URI
checking cause a huge communication effort. Since
our implementation of this communication is consid-
erate of the KB endpoints by inserting delays between
the single requests, these steps slow down the evalua-
tion. However, our future developments will attempt to
reduce this drawback.

4.2.3. Measures

GERBIL comes with six measures subdivided into
two groups derived from the BAT-framework, namely
the micro- and the macro-group of precision, recall and
f-measure. For a more detailed analysis of the anno-
tator performance, we implemented the possibility to
add new metrics to the evaluation, e.g., runtime mea-
surements. Moreover, we added different performance
measures that focus on specific parts of the tasks. Be-
side the general micro and macro precision, recall and
fl-measure, GERBIL offers three other measures that
take the classification of the entities into account. Ta-

7dbr is the prefix for http://dbpedia.org/resource/)
owl is the prefix for http://www.w3.0rg/2002/07/owl#
and nyt is the prefix forhttp://data.nytimes.com/|


data.nytimes.com
http://dbpedia.org/resource/
http://www.w3.org/2002/07/owl#
http://data.nytimes.com/
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Dataset
4 ™\ URI 4 ) | 4
checking -
URI set et URI set
retrieval fication matching
™
\ J/ - / -

Fig. 2. Schema of the four components of the entity matching process.

Table 2

The different classification cases that can occur during the evalua-
tion. A dash means that there is no URI set that could be used for
the matching. A tick shows that this case is taken into account while
calculating the measure.

Dataset Annotator Normal InKB EE GSInKB

S1€KB S2€KB v v v
S1€KB S22 ¢ KB v v v v
S1 €KB — v v v
S1 ¢ KB So € KB v v v
S1¢ KB S2¢ KB v v
S1 ¢ KB — v v

— So € KB v v

— S2 ¢ KB v v

ble[2lshows the different cases that can occur when sets
of URIs are compared.

While all cases are taken into account for the nor-
mal measures, the InKB measures focus on those cases
in which either the URI set of the dataset or the URI
set of the annotator are classified as S € Ckp. The
same holds for the EE measures and the Cgg class.
Both measures can be used to check the performance
of one of these two classes. The GSInKB measures are
only calculated for NED experiments (D2KB). These
measures can be used to assess the performance of an
annotator as if there were no emerging entities inside
the dataset, e.g., if the annotation system is not capable
of handling these entities.

4.3. Improved Diagnostics

To support the development of new approaches, we
implemented additional diagnostic capabilities such as
the calculation of correlations of dataset features and
annotator performance [64]. In particular, we calculate
the Spearman correlation between document attributes
(e.g., number of persons) and performance (i.e., F-
measure) to quantify how the first variable affects the
second. Figure [3] shows the correlation between the
performance of systems and selected features of the

datasets. This can help determine strengths and weak-
nesses of the different approaches.

number of documents
+1.00

avg. document length +0.67 number of others

—— humber
®~"  oflocations

it number of
{ organizations

number
of entities

entities
per document

Annotator entities per token number of persons
H AIDA M Entityclassifier.eu NE [l Kea xLisa-NGRAM
Babelfy FOX TagMe 2
M DBpedia Spotlight [ll FRED W WAT
Dexter FREME NER xLisa-NER
Fig. 3. Absolute correlation values of the annota-

tors Micro Fl-scores and the dataset features for
the A2KB experiment and weak annotation match
(http://gerbil.aksw.org/gerbil/overview, Date:
23.06.2017).

4.3.1. Annotators

GERBIL aims to reduce the amount of work required
to compare existing as well as novel annotators in a
comprehensive and reproducible way. To this end, we
provide two main approaches to evaluating entity an-
notation systems with GERBIL.

1. BAT-framework Adapter
In BAT, annotators can be implemented by wrap-
ping using a Java-based interface. GERBIL also
offers an adapter so the wrappers of the BAT-
framework can be reused easily. Due to the com-


http://gerbil.aksw.org/gerbil/overview

10 Roeder et al. / General Entity Annotator Benchmarking Framework

munity effort behind GERBIL, we could raise the
number of published annotators from 5 to 20.
We investigated the effort to implement a BAT-
framework adapter in contrast to evaluation ef-
forts done without a structured evaluation frame-
work in Section

2. NIF-based Services: GERBIL implements means
to understand NIF-based [26]] communication
over web-service in two ways. First, if the
server-side implementation of annotators under-
stands NIF-documents as input and output for-
mat, GERBIL and the framework can simply ex-
change NIF—documentsﬂ Thus, novel NIF-based
annotators can be deployed efficiently into GER-
BIL and use a more robust communication format
compared to the amount of work necessary for
deploying and writing a BAT-framework adapter.
Second, if developers do not want to publish
their APIs or write source code, GERBIL offers
the possibility for NIF-based webservices to be
tested online by providing their URI and name
onlyP] GERBIL does not store these connections
in terms of API keys or URLSs but still offers the
opportunity of persistent experiment results.

Currently, GERBIL offers 20 entity annotation sys-
tems with a variety of features, capabilities and ex-
periments. In the following, we present current state-
of-the-art approaches both available or unavailable in
GERBIL.

1. Cucerzan: As early as in 2007, Cucerzan pre-
sented a NED approach based on Wikipedia [13].
The approach tries to maximize the agreement
between contextual information of input text
and a Wikipedia page as well as category tags
on the Wikipedia pages. The test data is still
availabl but since we can safely assume that
the Wikipedia page content has changed sub-
stantially since 2006, we do not use it in our
framework, nor are we aware of any publication
reusing this data. Furthermore, we were not able
to find a running webservice or source code for
this approach.

8We describe the exact requirements for the structure of the NIF
document on our project website’s wiki, as NIF offers several ways
to build a NIF-based document or corpus.

9nttp://gerbil.aksw.org/gerbil/config

Whttp://research.microsoft.com/en—-us/um/
people/silviu/WebAssistant/TestData/

2. Wikipedia Miner: This approach was intro-
duced in [41] in 2008 and is based on differ-
ent facts like prior probabilities, context relat-
edness and quality, which are then combined
and tuned using a classifier. The authors eval-
uated their approach based on a subset of the
AQUAINT datasetE] They provide the source
code for their approach as well as a webserviceE-]
which is available in GERBIL.

3. Illinois Wikifier: In 2011, [9)51] presented
an NED approach for entities from Wikipedia.
In this article, the authors compare local ap-
proaches, e.g., using string similarity, with global
approaches, which use context information and
lead finally to better results. The authors provide
their datasetd™] as well as their software “Illinois
Wikifier {4 online. Since “Illinois Wikifier” is
currently only available as local binary and GER-
BIL is solely based on webservices we excluded
it from GERBIL for the sake of comparability and
server load.

4. DBpedia Spotlight: One of the first semantic ap-
proaches [[L5] was published in 2011, combining
NER and NED approaches based on DBpediaE]
Based on a vector-space representation of enti-
ties and using the cosine similarity, this approach
has a public (NIF-based) webservics well as
its online available evaluation dataset

5. AIDA: The AIDA approach [27] relies on co-
herence graph building and dense subgraph algo-
rithms and is based on the YAGOQ@ knowledge
base. Although the authors provide their source
code, a webservice and their dataset, which is a
manually annotated subset of the 2003 CoNLL
share task [[57], GERBIL will not use the webser-
vice since it is not stable enough for regular repli-

Whttp://www.nist.gov/tac/data/data_desc.

html#AQUAINT

“http://wikipedia-miner.cms.waikato.ac.nz/
Bhttp://cogcomp.cs.illinois.edu/page/

resource_view/4

¥http://cogcomp.cs.illinois.edu/page/

software_view/33

Phttps://github.com/dbpedia-spotlight/

dbpedia-spotlight/wiki/Known-uses

®https://github.com/dbpedia—spotlight/

dbpedia-spotlight/wiki/Web-service

"http://wiki.dbpedia.org/spotlight/

isemantics2011l/evaluation

Bhttp://www.mpi-inf.mpg.de/yago-naga/yago/


http://gerbil.aksw.org/gerbil/config
http://research.microsoft.com/en-us/um/people/silviu/WebAssistant/TestData/
http://research.microsoft.com/en-us/um/people/silviu/WebAssistant/TestData/
http://www.nist.gov/tac/data/data_desc.html#AQUAINT
http://www.nist.gov/tac/data/data_desc.html#AQUAINT
http://wikipedia-miner.cms.waikato.ac.nz/
http://cogcomp.cs.illinois.edu/page/resource_view/4
http://cogcomp.cs.illinois.edu/page/resource_view/4
http://cogcomp.cs.illinois.edu/page/software_view/33
http://cogcomp.cs.illinois.edu/page/software_view/33
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Known-uses
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Known-uses
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
https://github.com/dbpedia-spotlight/dbpedia-spotlight/wiki/Web-service
http://wiki.dbpedia.org/spotlight/isemantics2011/evaluation
http://wiki.dbpedia.org/spotlight/isemantics2011/evaluation
http://www.mpi-inf.mpg.de/yago-naga/yago/
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cation purposes at the time of this publicationPE]
That is, the AIDA team discourages its use be-
cause they constantly switch the underlying en-
tity repository, and tune parameters.

. TagMe 2: TagMe 2 [21] was published in 2012
and is based on a directory of links, pages and
an inlink graph from Wikipedia. The approach
recognizes named entities by matching terms
with Wikipedia link texts and disambiguates
the match using the in-link graph and page
dataset. Afterwards, TagMe 2 prunes the iden-
tified named entities considered non-coherent
to the rest of the named entities in the input
text. The authors publish a key-protected web-
servicd?)] as well as their datasets2]] online. The
source code, licensed under Apache 2 licence can
be obtained directly from the authors. However,
the datasets comprise only fragments of 30 words
and even less of full documents and will not be
part of the current version of GERBIL.

. NERD-ML: In 2013, [20] proposed an approach
for entity recognition tailored for extracting en-
tities from tweets. The approach relies on a ma-
chine learning classification of the entity type
which uses a) a given feature vector composed
of a set of linguistic features, b) the output of
a properly trained Conditional Random Fields
classifier and c) the output of a set of off-the-
shelf NER extractors supported by the NERD
Framework. The follow-up, NERD-ML [53]], im-
proved the classification task by re-designing the
selection of features. The authors assessed the
NERD-ML’s performance on both microposts
and newswire domains. NERD-ML has a public
webservice which is part of GERBILFZ]

. KEA NER/NED: This approach is the succes-
sor of the approach introduced in [60], which is
based on a fine-granular context model taking
into account heterogeneous text sources as well
as text created by automated multimedia analy-
sis. The source texts can have different levels of
accuracy, completeness, granularity and reliabil-
ity, all of which influence the determination of
the current context. Ambiguity is solved by se-

Yhttps://www.mpi-inf.mpg.de/departments/

databases—-and-information-systems/research/

yago—naga/aida/
Dhttp://tagme.di.unipi.it/
2lnttp://acube.di.unipi.it/tagme-dataset/
Zhttp://nerd.eurecom. fr

10.

11.

12.

lecting entity candidates with the highest level of
probability according to the predetermined con-
text. The new implementation begins with the de-
tection of groups of consecutive words (n-gram
analysis) and a lookup of all potential DBpedia
candidate entities for each n-gram. The disam-
biguation of candidate entities is based on a scor-
ing cascade. KEA is available as a NIF-based
webservice 7]

WAT: WAT is the successor of TagME [21]@
The new annotator includes a re-design of all
TagME components, namely, the spotter, the dis-
ambiguator, and the pruner. Two disambiguation
families were newly introduced: graph-based al-
gorithms for collective entity linking based and
vote-based algorithms for local entity disam-
biguation (based on the work of Ferragina et
al. [21]). The spotter and the pruner can be tuned
using SVM linear models. Additionally, the li-
brary can be used as a D2KB-only system by
feeding appropriate mention spans to the system.
Dexter: This approach [[7] is an open-source im-
plementation of an entity disambiguation frame-
work. The system was adopted to simplify the
implementation of an entity linking approach and
allows the replacement of single parts of the pro-
cess. The authors used several state-of-the-art
disambiguation methods. Results in this paper
are obtained using an implementation of the orig-
inal TagMe disambiguation function. Moreover,
Ceccarelli et al. provide the source codeF_g] as well
as a webservice.

AGDISTIS: This approach [63] is a pure en-
tity disambiguation approach (D2KB) based on
string similarity measures, an expansion heuris-
tic for labels to cope with co-referencing and the
graph-based HITS algorithm. The authors pub-
lished datasets?°|along with their source code and
an APIE] AGDISTIS can only be used for the
D2KB task.

Babelfy: The core of this approach draws on the
use of random walks and a densest subgraph al-
gorithm to tackle the word sense disambigua-
tion and entity linking tasks jointly in a mul-

Bhttp://sl6a.org/kea
Xnttp://github.com/nopper/wat
Bhttp://dexter.isti.cnr.it
20https://github.com/AKSW/n3-collection
Yhttps://github.com/AKSW/AGDISTIS
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https://github.com/AKSW/n3-collection
https://github.com/AKSW/AGDISTIS

13.

14.

15.

16.

17.

18.
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tilingual setting [43] thanks to the BabelNetFE]
semantic network [44]. Babelfy has been eval-
uated using six datasets: three from earlier Se-
mEval tasks [45)46l50], one from a Senseval
task [58] and two already used for evaluating
AIDA [27.28]]. All of them are available online
and distributed throughout the Web. Addition-
ally, the authors offer a webservice that is limited
to 100 requests per day, extensible for research
purposes [42]@

FOX: FOX [59] is an ensemble-learning based
framework for RDF extraction from text. It
makes use of the diversity of NLP algorithms
to extract entities with a high precision and a
high recall. Moreover, it provides functionality
for keyword and relation extraction.

FRED: In 2015, Gangemi et al. [10] present
FRED(*), a novel machine reader based on
TagMe. FRED extends TagMe with entity typing
capabilities.

FREME: Also in 2015, the EU project FREME
publish their e-entity service which is based on
Conditional Random Fields for NER while NED
relies on a most-frequent-sense method. That is,
candidate entities are chosen based on a sense of
commonness within a KB Y]
entityclassifier.eu: Dojchinovski and
Kliegr al. [[18] present their approach based on
hypernyms and a Wikipedia-based entity classifi-
cation system which identifies salient words. The
input is transformed to a lower dimensional rep-
resentation keeping the same quality of output
for all sizes of input text.

CETUS: This approach [55] has been imple-
mented as a baseline for the second task of the
OKE challenge 2015. It uses handcrafted pat-
terns to search for entity type information. In a
second step, the type hierarchy of the YAGO on-
tology [37] is used to find a type matching the
extracted type information. A second approach
called CETUS_FOX uses FOX to retrieve the
type of the entity.

xLisa: Zhang and Rettinger present the x-Lisa
annotator [68] which is a three-step pipeline
based on cross-lingual Linked Data lexica to har-
ness the multilingual Wikipedia. Based on these

Bnttp://babelnet.org

Pnttp://babelfy.org

Ohttps://api-dev.freme-project.eu/doc/api-
doc/full.html#/e-Entity

lexica, they calculate the mention-candidate-
similarity using n-grams. In the third step, x-
Lisa constructs an entity-mention graph using the
Normalized Google Distance as weights for page
rank.

19. DoSer: In 2016, Zwickelbauer et al. present
DoSer [69], a pure named entity linking ap-
proach which is - similiar to AGDISTIS - knowledge-
base-agnostic. First, DoSer computes seman-
tic embeddings of entities over one or multiple
knowledge bases. Second, given a set of men-
tions, DoSer calculates possible candidate URIs
using existing knowledge base surface forms or
additional indexes. Finally, DoSer calculates a
personalized page rank using the semantic em-
beddings of a disambiguation graph constructed
from links between possible candidates.

20. PBOH: This approach [23] is a pure entity dis-
ambiguation approach based on light statistics
from the English Wikipedia corpus. The authors
developed a probabilistic graphical model using
pairwise Markov Random Fields to address the
entity linking problem. They show that pairwise
co-occurrence statistics of words and entities are
enough to obtain a comparable or better perfor-
mance than heavy feature engineered systems.
They employ loopy belief propagation to per-
form inference at test time.

21. NERFGUN: The most recent NED system is
NERFGUN [25]. This approach reuses ideas
from many existing systems for collective named
entity linking. First, it uses several indexes based
on DBpedia to retrieve a set of candidate entities,
such as anchor link texts rdfs:labels and
page titles. NERFGUN proposes an undirected
probabilistic graphical model based on factor
graphs where each factor measures the suitabil-
ity of the resolution of some mention to a given
candidate. The set of features is linearly com-
bined by weights and the inference step is based
on Markov Chain Monte Carlo models.

Table [3| compares the implemented annotation sys-
tems of GERBIL and the BAT-Framework. AGDISTIS
has been in the source code of the BAT-Framework
provided by a third-party since publication of Cornolti
et al.’s initial work [11] in 2014. Nevertheless, GER-
BIL’s community effort has led to the implementation
of overall 15 new annotators as well as the aforemen-
tioned generic NIF-based annotator. The AIDA anno-
tator as well as the “Illinois Wikifier” will not be avail-


entityclassifier.eu
http://babelnet.org
http://babelfy.org
https://api-dev.freme-project.eu/doc/api-doc/full.html#/e-Entity
https://api-dev.freme-project.eu/doc/api-doc/full.html#/e-Entity
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able in GERBIL since we restrict ourselves to webser-
vices. However, these algorithms can be integrated at
any time as soon as their webservices are available.

4.4. Datasets

BAT enables the evaluation of different approaches
using the AQUAINT, MSNBC, IITB and the four
AIDA/CoNLL datasets (Train A, Train B, Test and
Complete). With GERBIL, we include several more
datasets that are depicted in Table[d]together with their
features. The table shows the huge number of differ-
ent formats preventing fast and easy benchmarking of
a new annotation system without an intermediate eval-
uation platform like GERBIL.

GERBIL includes the ACE2004 dataset from Rati-
nov et al. [51] as well as the dataset of Derczyn-
ski [16]. We provide an adapter for the Microp-
osts challenge [33]] corpora from 2013 to 2016 each
consisting of a test and train dataset as well as
an additional third dataset in the years 2015 and
2016. Furthermore, we added the ERD challenge
dataset [6] consisting of queries and the four GER-
DAQ datasets [12]] for entity recognition and linking
in natural language questions. Also, GERBIL includes
the Senseval 2 and 3 datasets which took place 2001
and 2004 respectively and activates them for the Entity
Recognition task only [19/40]. Moreover, we added
the UMBC dataset from 2012 by Finin et al. [22]
which was created using crowdsourcing of simple
entity annotations over Twitter microposts, and the
WSDM2012/Meij dataset [2] which describes tweets
(although these were annotated using only two an-
notators in 2012). Finally, GERBIL includes the Rit-
ter [52] dataset containing roughly 2.400 tweets anno-
tated with 10 NER classes from Freebase.

We capitalize upon the uptake of publicly available,
NIF based corpora from the recent years [54,61]@ To
this end, GERBIL implements a Java-based NIF [26]
reader and writer module which enables the loading of
arbitrary NIF document collections, as well as commu-
nication to NIF-based webservices. Additionally, we
integrated four NIF corpora, i.e., the N3 RSS-500 and
N3 Reuters-128 datasetm as well as the Spotlight Cor-
pus and the KORE 50 datasetE] GERBIL supported the

mhttp://datahub.io/dataset?license_id:ccf
by&g=NIF

“https://github.com/AKSW/n3-collection

Bhttp://www.yovisto.com/labs/ner—
benchmarks/

Open Knowledge Extraction Challenge in 2015 and
2016 which led to integration of the 6 datasets for OKE
Task 1 and 6 datasets for OKE Task 2.

The extensibility of datasets in GERBIL is further-
more ensured by allowing users to upload or use al-
ready available NIF datasets from DataHub. However,
GERBIL is currently only importing already available
datasets. GERBIL will regularly check whether new
corpora are available and publish them for benchmark-
ing after a manual quality assurance cycle which en-
sures their usability for the implemented configura-
tion options. Additionally, users can upload their NIF-
corpora directly to GERBIL avoiding their publication
in publicly available sources. This option allows rapid
testing of entity annotation systems with closed source
or licensed datasets.

GERBIL currently offers 12 state-of-the-art datasets,
ranging from newswire and twitter to encyclopedic
corpora of various numbers of texts and entities. Due
to license issues we are only able to provide downloads
for 31 of them directly but we provide instructions to
obtain the others on our project wikin]

4.5. Output

GERBIL’s main aim is to provide comprehensive, re-
producible and publishable experiment results. Hence,
GERBIL’s experimental output is represented as a ta-
ble containing the results, as well as embedded JSON-
L RDF data using the RDF DataCube vocabu-
lary [14]. We ensure a detailed description of each
component of an experiment as well as machine-
readable, interlinkable results following the 5-star
Linked Data principles. Moreover, we provide a per-
sistent and time-stamped URL for each experiment
that can be used for publications, as it has been done
in [23025]].

RDF DataCube is a vocabulary standard and can
be used to represent fine-grained multidimensional,
statistical data which is compatible with the Linked
SDMX [5] standard. Every GERBIL experiment is
modelled as gb:Dataset containing the individ-
ual runs of the annotators on specific corpora as
gb:0Observations. Each observation features the
gb:Dimensions experiment type, matching type,
annotator, corpus, and time. The evaluation measures

3The licenses and instructions can be found at https:
//github.com/AKSW/gerbil/wiki/Licences—for—
datasets.

Phttp://www.w3.org/TR/json-1d/
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Table 3

Overview of implemented annotator systems. Brackets indicate the existence of the implementation of the adapter but also the inability to use it

in the live system.

BAT-Framework  GERBIL 1.0.0  GERBIL 1.2.5  Experiment
[41] Wikipedia Miner v v ) A2KB
[OI51]  Tlinois Wikifier v ) v A2KB
[L5]) Spotlight v v v OKE Task 1
1271 AIDA v v v A2KB
[21]) TagMe 2 v 4 v A2KB
1531 NERD-ML v v A2KB
1601 KEA v v A2KB
[49] WAT v v A2KB
71 Dexter v v A2KB
[63]] AGDISTIS W) 4 v D2KB
[43]) Babelfy v v A2KB
[59] FOX v OKE Task 1
[L0] FRED v OKE Task 1
FREME v OKE Task 1
18] entityclassifier.eu v A2KB
[55] CETUS v OKE Task 2
[68] xLisa v A2KB
[69] DoSer v D2KB
[23] PBOH v D2KB
[25] NERFGUN v D2KB
NIF-based Annotator v v any

offered by GERBIL as well as the error count are ex-
pressed as gb:Measures. To include further meta-
data, annotator and corpus dimension properties link
DatalD [3|) descriptions of the individual components.

GERBIL uses the recently proposed DatalD [3]]
ontology that combines VoID [1] and DCAT [36]
metadata with Prov-O [33] provenance information
and ODRL [30] licenses to describe datasets. Be-
sides metadata properties like titles, descriptions and
authors, the source files of the open datasets them-
selves are linked as dcat :Distributions, allow-
ing direct access to evaluation corpora. Furthermore,
ODRL license specifications in RDF are linked via
dc:license, potentially facilitating automatically
adjusted processing of licensed data by NLP tools. Li-
censes are further specified via dc: rights, includ-
ing citations of the relevant publications.

To describe annotators in a similar fashion, we ex-
tended DatalD for services. The class Service, to be
described with the same basic properties as a dataset,
was introduced. To link an instance of a Service
to its distribution the datid:distribution prop-
erty was introduced as super property of dcat:
distribution, i.e., the specific URI at which the

service can be queried. Furthermore, Services can have
a number of datid:Parameters and datid:
Configurations. Datasets can be linked via the
datid:input or datid:output properties.

Offering such detailed and structured experimental
results opens new research avenues in terms of tool and
dataset diagnostics to increase decision makers’ ability
to choose the right settings for the right use case. Next
to individual configurable experiments, GERBIL offers
an overview of recent experiment results belonging to
the same experiment and matching type in the form
of a table as well as sophisticated visualizations[|see
Figure @] This allows for a quick comparison of tools
and datasets on recently run experiments without addi-
tional computational effort.

5. Evaluation

One of GERBILs main goals was to provide the com-
munity with an online benchmarking tool that provides

3nttp://gerbil.aksw.org/gerbil/overview
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Table 4

Datasets, their formats and features. Groups of datasets, e.g., for a single challenge, have been grouped together. A x indicates various inline or
keyfile annotation formats. The experiments follow their definition in Section[4.2]

Corpus Format Experiment Topic |Documents| Avg. Entity/Doc.  Avg. Words/Doc.
ACE2004 MSNBC A2KB news 57 5.37 373.9
AIDA/CoNLL CoNLL A2KB news 1393 25.07 189.7
AQUAINT * A2KB news 50 14.54 220.5
Derczynski TSV A2KB tweets 182 1.57 20.8
ERD2014 * A2KB queries 91 0.65 35
GERDAQ XML A2KB queries 992 1.72 3.6
IITB XML A2KB mixed 103 109.22 639.7
KORE 50 NIF/RDF A2KB mixed 50 2.88 12.8
Microposts2013 Microposts2013 RT2KB tweets 4265 1.11 18.8
Microposts2014 Microposts2014 A2KB tweets 3395 1.50 18.1
Microposts2015 Microposts2015 A2KB tweets 6025 1.36 16.5
Microposts2016 Microposts2015 A2KB tweets 9289 1.03 15.7
MSNBC MSNBC A2KB news 20 37.35 543.9
N3 Reuters-128 NIF/RDF A2KB news 128 4.85 123.8
N2 RSS-500 NIF/RDF A2KB RSS-feeds 500 1.00 31.0
OKE 2015 Task 1 NIF/RDF OKE Task 1 mixed 199 5.11 25.5
OKE 2015 Task 2 NIF/RDF OKE Task 2 mixed 200 3.06 28.7
OKE 2016 Task 1 NIF/RDF OKE Task 1 mixed 254 5.52 26.6
OKE 2016 Task 2 NIF/RDF OKE Task 2 mixed 250 2.83 27.5
Ritter Ritter RT2KB news 2394 0.62 19.4
Senseval 2 XML ERec mixed 242 9.86 21.3
Senseval 3 XML ERec mixed 352 5.70 14.7
Spotlight Corpus NIF/RDF A2KB news 58 5.69 28.6
UMBC UMBC RT2KB tweets 12973 0.97 17.2
WSDM2012/Meij TREC C2KB tweets 502 1.87 14.4

archivable and comparable experiment URIs. Thus, the
impact of the framework can be measured by analyz-
ing the interactions on the platform itself. Since its
first public release on the 17th October 2014 until the
20th October 2016, 3.288 experiments were started on
the platform containing more than 24.341 tasks for
annotator-dataset pairs. According to our mail corre-
spondence, we can deduce that more than 20 local in-
stallations of GERBIL exist for testing novel annotation
systems both in industry and academia. It shows in-
tensive usage of our GERBIL instance. One interesting
aspect is the usage of the different systems, especially
the heavy testing of NIF-based webservices, see Ta-
ble E} Thus, GERBIL is a powerful evaluation tool for
developing new annotators that can be evaluated easily
by using the NIF-based interface. Moreover, GERBIL
has already been extended outside of the core devel-
oper team to foster a deeper analysis of annotation sys-
tems [66]]. Finally, experiment URIs provided by GER-
BIL are referenced in over 19 papers and three of them

are using the provided stable URIs as of January 21,
2017.

Furthermore, we evaluated the amount of time that 5
experienced developers needed to write an evaluation
script for their framework and how long they needed
to evaluate their framework using GERBIL. The com-
parative times of writing an evaluation script for a sys-
tem and a single dataset compared to the time needed
to write an adapter for GERBIL were not distinguish-
able. Since GERBIL offers 32 datasets, it can speed
up the evaluation process 32-fold. That is the number
of datasets configurable after implementing their own
framework. See also Figure E] and Usbeck et al. [65]
for more details.

6. Conclusion and Future Work

In this paper, we presented and evaluated GERBIL, a
platform for the evaluation of annotation frameworks.



16 Roeder et al. / General Entity Annotator Benchmarking Framework

ACE2004
AIDA/CoNLL-Complete  OKE 2016 Task_1 gold standard sample
AIDA/CoNLL-Test A 0.78 OKE 2016 Task 1 example set

AIDA/CoNLL-Test B OKE 2016 Task 1 evaluation dataset
AIDA/CoNLL-Training OKE 2015 Task 1
gold standard sample
OKE 2015 Task 1
example set

OKE 2015 Task 1
evaluation dataset

AQUAINT " 7/
Py \

N
DBpediaSpotlight \ a

Derczynski \ W o/
P = e

L — N3-Reuters-128

S
ERD2014 — o e T N3-RSS-500
o5 2NN —
GERDAQ-Dev 7 AR Microposts2016-Train

GERDAQ-Test Microposts2016-Test

GERDAQ-TrainingA Microposts2016-Dev

GERDAQ-TrainingB: Microposts2015-Train

IITB Microposts2015-Test
KORES0 Microposts2015-Dev
MSNBC Microposts2014-Train
Annotator Microposts2014-Test

W AIDA M Entityclassifier.eu NE [l Kea xLisa-NGRAM
Babelfy FOX TagMe 2
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Dexter FREME NER xLisa-NER

Fig. 4. Example spider diagram of recent A2KB experi-
ments with weak annotation matching derived from our online
interface (http://gerbil.aksw.org/gerbil/overview,
Date: 23.06.2017).

Table 5

Number of tasks executed per annotator. By caching results we did
not need to execute 12466 tasks but only 9906. Data taken from 15th
February 2015.

Annotator Number of Tasks
NIF-based Annotators 2519
Babelfy 958
DBpedia Spotlight 922
TagMe 2 811
WAT 787
Kea 763
Wikipedia Miner 714
NERD-ML 639
Dexter 587
AGDISTIS 443
Entityclassifier.eu NER 410
FOX 352
Cetus 1

GERBIL aims to push annotation system developers to
better quality and wider use of their frameworks. Some
of the main contributions of GERBIL include the provi-
sion of persistent URLSs for reproducibility and archiv-
ing. Furthermore, we implemented a generic adaptor

10

Time needed without GERBIL
8 ® Time needed with GERBIL
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Fig. 5. Comparison of effort needed to implement an adapter for an
annotation system with and without GERBIL [63].

for external datasets as well as a generic interface to
integrate remote annotator systems. The datasets avail-
able for evaluation in the previous benchmarking plat-
forms for annotation was extended by 37. Moreover,
15 novel annotators were added to the platform. The
presented, web-based frontend allows for several use
cases enabling both laymen and expert users to per-
form informed comparisons of semantic annotation
tools. The persistent URIs enhance the long term quo-
tation in the field of information extraction. GERBIL
is not just a new framework wrapping existing tech-
nology. In comparison to earlier frameworks, it tran-
scends state-of-the-art benchmarks in its capability to
consider the influence of NIL attributes and the ability
to deal with data sets and annotators that link to dif-
ferent knowledge bases. More information about GER-
BIL and its source code can be found at the project’s
website.

In the future, GERBIL will be further enhanced in-
side the HOBBIT projectm GERBIL will be incorpo-
rated into a larger benchmarking platform that allows
a fair comparison not only of the quality but also of the
effectiveness of annotation systems. A first step in that
direction is the Open Knowledge Extraction Challenge
2017. This contains tasks that use GERBIL as a bench-
mark, measuring the quality of annotation systems ex-
ecuted directly inside the HOBBIT platform to make
sure that all participating systems are executed on the
same hardware.

Another development is the further support of de-
velopers with direct feedback, i.e., showing the anno-
tations that have been marked incorrect in the docu-
ments. This feature has not been implemented because

¥http://project—hobbit.eu
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of licensing issues. However, we think that it would be
possible to implement it without license violations for
datasets that are publicly available.
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