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Abstract.
Finding a good query plan is key to the optimization of query runtime. This holds in particular for cost-based federation engines,

which make use of cardinality estimations to achieve this goal. A number of studies compare SPARQL federation engines across
different performance metrics, including query runtime, result set completeness and correctness, number of sources selected and
number of requests sent. However, although they are informative, these metrics are generic and unable to quantify and evaluate the
accuracy of the cardinality estimators of cost-based federation engines. In addition, to thoroughly evaluate cost-based federation
engines, the effect of estimated cardinality errors on the overall query runtime performance must be measured. In this paper, we
address this challenge by presenting novel evaluation metrics targeted at a fine-grained benchmarking of cost-based federated
SPARQL query engines. We evaluate the query planners of five different cost-based federated SPARQL query engines using
LargeRDFBench queries. Our results suggest that our metrics are clearly correlated with the overall query runtime performance of
the selected federation engines, and can hence provide important solutions when developing the future generations of federation
engines.

Keywords: SPARQL, Benchmarking, cost-based, cost-free, federated, Querying

1. Introduction

The availability of increasing amounts of data pub-
lished in RDF has led to the genesis of many federated
SPARQL query engines. These engines vary widely in
their approaches to generating a good query plan [1–
3]. In general, there exist several possible plans that a
federation engine can consider when executing a given
query. These plans have a different cost in terms of the
resources required and the overall query execution time.
Selection of the best possible plan with minimum cost
is hence of key importance when devising cost-based

*Corresponding author. E-mail: yklee@khu.ac.kr

federation engines; a fact which is corroborated by a
plethora of works in database research [4, 5].

In SPARQL query federation, index-free (heuristics-
based) [6, 7] and index-assisted (cost-based) [8–17] en-
gines are most commonly used for federated query pro-
cessing [1]. The heuristics-based federation engines do
not store any pre-computed statistics and hence mostly
use different heuristics to optimize their query plans
[6]. Cost-based engines make use of an index with pre-
computed statistics about the datasets [1]. Using cardi-
nality estimates as principal input, such engines make
use of cost models to calculate the cost of different
query joins and generate optimized query plans. Most
state-of-the-art cost-based federated SPARQL process-
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ing engines [8, 9, 11–17] achieve the goal of optimizing
their query plan by first estimating the cardinality of the
query’s triple patterns. Then, they use this information
to estimate the cardinality of the joins involved in the
query. A cost model is then used to compute the cost
of performing different query joins while considering
network communication costs. One of the query plans
with minimum execution costs is finally selected for
result retrieval. Since the principle input for cost-based
query planning is the cardinality estimates, the accuracy
of these estimates is crucial to achieve a good query
plan.

The performance of federated SPARQL query pro-
cessing engines has been evaluated in many recent
studies [1, 8, 11, 13, 18–25] by using different fed-
erated benchmarks [26–34]. Performance metrics, in-
cluding query execution time, number of sources se-
lected, source selection time, query planning time, an-
swer completeness and correctness, time for the first
answer, and throughput, are usually reported in these
studies. Recently, Acosta et al. [24] proposed new met-
rics to measure the continuous efficiency of query pro-
cessing approaches. While these metrics allow the eval-
uation of certain components (e.g., the source selection
model), they cannot be used to evaluate the accuracy of
the cardinality estimators of the cost-based federation
engines. Consequently, they are unable to show how
the estimated cardinality errors affect the overall query
runtime performance of federation engines.

In this paper, we address the problem of measuring
the accuracy of the cardinality estimators of federated
SPARQL engines, as well as the effect of these errors
on the overall query runtime performance. In particular,
we propose metrics1 for measuring errors in the car-
dinality estimations of (1) triple patterns, (2) joins be-
tween triple patterns, and (3) query plans. We correlate
these errors with the overall query runtime performance
of state-of-the-art, cost-based SPARQL federation en-
gines. The observed results show that these metrics are
significantly correlated with the overall runtime perfor-
mances. In summary, the contributions of this work are
as follows:

– We propose metrics to measure the errors in cardi-
nality estimations of cost-based federated engines.
These metrics allow a fine-grained evaluation of
cost-based federated SPARQL query engines and
uncover novel insights about the performance of

1Our proposed metric is open-source and available online at
https://github.com/dice-group/CostBased-FedEval

these types of federation engines that were not
reported in previous works evaluating federated
SPARQL engines.

– We measure the correlation of the values of the
novel metrics with the overall query runtimes. We
show that some of these metrics have a strong cor-
relation with runtimes and can hence be used as
predictors for the overall query execution perfor-
mance.

– We present an empirical evaluation of five—
CostFed[8], Odyessey[11], SemaGrow[13], LHD[9]
and SPLENDID[12]—state-of-the-art cost-based
SPARQL federation engines on LargeRDFBench
[26] by using the proposed metrics.

The rest of the paper is organized as follows: In Sec-
tion 2, we present related work. A motivating example
is given in Section 3. In Section 4, we present our novel
metrics for the evaluation of cost-based federation en-
gines. The evaluation of these engines with proposed
metrics is shown in Section 6. Finally, we conclude in
Section 7.

2. Related Work

In this section, we focus on the performance met-
rics used in the state of the art to compare federated
SPARQL query processing engines. Based on the pre-
vious federated SPARQL benchmarks [26–28] and per-
formance evaluations [6, 8–13, 18, 19, 22, 24, 25] (see
Table 1 for an overview), the performance metrics used
for federated SPARQL engines comparison can be cat-
egorized as:

– Index-Related: Index-assisted approaches [1]
make use of stored dataset statistics to generate
an optimized query execution plan. The indexes
are pre-computed by collecting information from
available federated datasets. This is usually a one-
time process. However, later updates are required
to ensure the result-set completeness of the query
processing. The index generation time and its com-
pression ratio (w.r.t. overall dataset size) are im-
portant measures to be considered when devising
index-assisted federated engines.

– Query-Processing-Related: This category con-
tains metrics related to the query processing capa-
bilities of the federated SPARQL engines. The to-
tal number of triple-pattern-wise sources selected,
number of ASK requests used to perform source
selection, source selection time, query planning
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Index Processing Network Res RS Add

Cr Gt Qp #Ts Qet #A Sst #Tt #Er Cu Mu Cp Ct @T @K

CostFed[8] 3 3 7 3 3 3 3 7 7 7 7 3 7 7 7

SPLENDID[12] 7 7 7 3 3 7 7 7 3 7 7 7 7 7 7

SemaGrow[13] 7 7 3 3 3 7 7 7 7 7 7 7 7 7 7

Odyssey[11] 7 7 3 3 3 7 7 3 3 7 7 3 7 7 7

LHD[9] 7 7 7 7 3 7 7 3 3 3 3 3 7 7 7

DARQ[10] 7 7 3 7 3 7 7 7 7 7 7 7 7 7 7

ANAPSID[22] 7 7 7 7 3 7 7 7 7 7 7 7 7 7 7

MULDER[19] 7 7 7 7 3 7 7 7 7 7 7 3 3 3 3

FedX[6] 7 7 7 7 3 3 7 7 3 7 7 7 7 7 7

Lusail[18] 7 7 3 7 3 7 3 7 7 7 7 7 7 7 7

BioFed[25] 7 7 7 3 3 3 3 7 7 7 7 3 3 7 7

Table 1: Metrics used in the existing federated SPARQL query processing systems, Res: Resource Related, RS:
Result Set Related, Add: Additional, Cr: index compression ratio, Gt: the index/summary generation time, Qp:
Query Planning time, #Ts: total number of triple pattern-wise sources selected, Qet: the average query execution
time, #A: total number of SPARQL ASK requests submitted, Sst: the average source selection time, #Tt: number
of transferred tuples, #Er: number of endpoint requests, Cu: CPU usage, Mu: Memory usage, Cp: Result Set
completeness, Ct: Result Set correctness, @K: dief@k, @T: dief@t

time, and overall query runtime are the reported
metrics in this category.

– Network-Related: Federated engines collect
information from multiple data sources, e.g.,
SPARQL endpoints. Thus, it is important to mini-
mize the network traffic generated by the engines
during query processing. The number of trans-
ferred tuples and the number of endpoint requests
generated by the federation engine are the two
network related metrics used in existing federated
SPARQL query processing evaluations.

– Result-Set-Related: Two systems are only com-
parable if they produce exactly the same results.
Therefore, result set correctness and completeness
are the two most important metrics in this cate-
gory.

– Resource-Related: The CPU and memory re-
sources consumed during query processing dictate
the query load an engine can bear. Hence, they are
of importance when evaluating the performance
of federated SPARQL engines.

– Additional: Two metrics dief@t and dief@k are
proposed to measure continuous efficiency of
query processing approaches.

All of these metrics are helpful to evaluate the per-
formance of different components of federated query
engines. However, none of these metrics can be used to
evaluate the accuracy of the cardinality estimators of
cost-based federation engines. Consequently, studying
the effect of estimated cardinality errors on the over-

all query runtime performance of federation engines
cannot be conducted based on these metrics. To over-
come these limitations, we propose metrics for measur-
ing errors in cardinality estimations of triple patterns,
joins between triple patterns, and overall query plan,
and show how these metrics are affecting the overall
runtime performance of federation engines.

3. Motivating Example

In this section, we present an example to motivate
our work and to understand the proposed metrics. We
assume that the reader is familiar with the concepts of
SPARQL and RDF, including the notions of a triple
pattern, the joins between triple patterns, the cardinal-
ity (result size) of a triple pattern, and left-deep query
execution plans. As aforementioned, most cost-based
SPARQL federation engines first estimate individual
triple pattern cardinality and use this information to esti-
mate the cardinality of joins found in the query. Finally,
the query execution plan is generated by ordering the
joins. In general, the optimizer first selects the triple pat-
terns and joins with minimum estimated cardinalities
[8].

Figure 1 shows a motivating example containing a
SPARQL query with three triple patterns—namely TP1,
TP2 and TP3—and two joins. Consider two different
cost-based federation engines with different cardinality
estimators. Figure 1a shows the real (Cr) and estimated
cardinalities (Ce1 for Engine 1 and Ce2 for Engine
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SELECT * WHERE {
? s : p1 ? o1 .
Cr ( TP1 ) : 1 0 0
Ce1 ( TP1 ) : 9 0
Ce2 ( TP1 ) : 2 0 0

? s : p2 ? o2 .
Cr ( TP2 ) : 2 0 0
Ce1 ( TP2 ) : 2 5 0
Ce2 ( TP2 ) : 6 0 0

? s : p3 ? o3 .
Cr ( TP3 ) : 3 0 0
Ce1 ( TP3 ) : 3 0 0
Ce2 ( TP3 ) : 5 0 0 }

(a) Example query

𝜋

⋈

⋈

TP1
Cr(TP1): 100  
Ce1(TP1): 90
Q(TP1): 1.11

TP2
Cr(TP2): 200 
Ce1(TP2): 250
Q(TP2): 1.25

Cr(BGP1⋈TP3): 50
Ce1(BGP1⋈TP3): 150 

Q(BGP1⋈TP3): 3

Cr(TP1⋈TP2): 50
Ce1(TP1⋈TP2): 65
Q(TP1⋈TP2): 1.3

TP3
Cr(TP3): 300
Ce1(TP3): 300 
Q(TP3): 1

BGP1

(b) Engine 1 optimal query plan

𝜋

⋈

⋈

TP1
Cr(TP1): 100  
Ce2(TP1): 200
Q(TP1): 2

Cr(BGP1⋈TP2): 50
Ce2(BGP1⋈TP2)): 75 
Q(BGP1⋈TP2)): 1.5 

Cr(TP1⋈TP3):  100
Ce2(TP1⋈TP3)): 50
Q(TP1⋈TP3)): 2

BGP1

TP3
Cr(TP3): 300
Ce2(TP3): 500
Q(TP2): 1.66

TP2
Cr(TP2): 200 
Ce2(TP2): 600
Q(TP2): 3

(c) Engine 2 sub-optimal query plan

Fig. 1.: Motivating Example: A sample SPARQL query and the corresponding query plans of two different federation
engines

2) for triple patterns of the query. Let us assume that
both engines generate left-deep query plans by selecting
triple patterns with the smallest cardinalities to perform
their first join. The results of this join are then used
to perform the second join with the remaining third
triple pattern. By using actual cardinalities, the optimal
query execution plan would be to first perform the join
between TP1 and TP2 and then perform the second join
with TP3. The same plan will be generated by Engine 1
as well, as shown in Figure 1b. The sub-optimal plan
generated by Engine 2 is given in Figure 1c. Note that
Engine 2 did not select the optimal plan because of
large errors in cardinality estimations of triple patterns
and joins between triple patterns.

The motivating example clearly shows that good car-
dinality estimations are essential to produce a better
query plan. The question we aim to answer pertains
to how much the accuracy of cardinality estimations
affects the overall query plan and the overall query run-
time performance. To answer this question, the q-error
(Q in Figure 1) was introduced in [5] in the database lit-
erature. In the next section, we define this measure and
propose new metrics based on similarities to measure
the overall triple patterns error ET , overall joins error
EJ as well as overall query plan error EP.

4. Metrics

Now we formally define the q-error and our proposed
metrics, namely ET , EJ , EP to measure the overall er-
ror in cardinality estimations of triple patterns, joins
between triple patterns and overall query plan error,
respectively.

4.1. q-error

The q-error is the factor by which an estimated car-
dinality value differs from the actual cardinality value
[5].

Definition 1 (q-error). Let ~r = (r1, . . . , rn) ∈ R where
ri > 0 be a vector of real values and ~e = (e1, . . . , en) ∈
R be the vector of the corresponding estimated values.
By defining ~e/~r = ~e

~r = (e1/r1, . . . , en/rn), then q-error
of estimation e of r is given as

||e/r||Q = max
16i6n

||ei/ri||Q, where

||ei/ri||Q = max(ei/ri, ri/ei)

In this definition, over- and underestimations are
treated symmetrically [5]. In the motivating example
given in Figure 1, the real cardinality of TP1 is 100 (i.e.,
Cr(TP1)=100) while the estimated cardinality by en-
gine 1 for the same triple pattern is 90 (i.e., Cr(TP1) =
90). Thus, the q-error for this individual triple pattern is
max(90/100,100/90) = 1.11. The query’s overall q-error
of its triple patterns (see Figure 1b) is the maximum
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value of all the q-error values of triple patterns, i.e.,
max(1.11, 1.25, 1) = 1.25. The q-error of the complete
query plan would be the maximum q-error values in
all triple patterns and joins used in the query plan, i.e.,
max(1.11, 1.25, 1, 1.3, 3) = 3.

The q-error makes use of the ratio instead of an ab-
solute or quadratic difference and is hence able to cap-
ture the intuition that only relative differences matter
for making planning decisions. In addition, the q-error
provides a theoretical upper bound for the plan quality
if the q-error of a query is bounded. Since it only con-
siders the maximum value amongst those calculated, it
is possible that plans with good average estimations are
regarded as poor by this measure. Consider the query
plans given in Figure 1b and Figure 1c. Both have a
q-error of 3, yet the query plan in Figure 1b is optimal,
while the query plan in Figure 1c is not. To solve this
problem, we introduce the additional metrics defined
below.

4.2. Similarity Errors

The overall similarity error of query triple patterns is
defined as follows:

Definition 2 (Triple Patterns Error ET ). Let Q be
a SPARQL query containing triple patterns T =
{T P1, . . . ,T Pn}. Let ~r = (Cr(T P1), . . . ,Cr(T Pn)) ∈
R be the vector of real cardinalities of T and ~e =
(Ce(T P1), . . . ,Ce(T Pn)) ∈ R be the vector of the cor-
responding estimated cardinalities of T. Then, we define
our overall triple pattern error as follows:

ET = 2 ∗ |~r−~e||~r|+|~e|

= 2 ∗
√∑n

i=1(Cr(T Pi)−Ce(T Pi))2√∑n
i=1 (Cr(T Pi))2+

√∑n
i=1 (Ce(T Pi))2

In the motivating example given in Figure 1, the real
cardinalities vector ~r = (100,200,300) and the Engine 1
estimated cardinalities vector ~e = (90,250,300). Thus,
ET = 2∗0.0658 = 0.1316. Similarly, Engine 2 estimated
cardinality vector is ~e = (200,500,600). Thus, Engine 2
achieves ET = 2 ∗ 0.388 = 0.7765.

Definition 3 (Joins Error EJ ). Let Q be a SPARQL
query containing joins J = {J1, . . . , Jn}. Let ~r =
(Cr(J1), . . . ,Cr(Jn)) ∈ R a vector of real cardinalities
of J and ~e = (Ce(J1), . . . ,Ce(Jn)) ∈ R be the vector
of the corresponding estimated cardinalities of J, then
the overall joins error is defined as follows:

EJ = 2 ∗ |~r−~e||~r|+|~e|

= 2 ∗
√∑n

i=1(Cr(Ji)−Ce(Ji))2√∑n
i=1 (Cr(Ji))2+

√∑n
i=1 (Ce(Ji))2

Definition 4 (Query Plan Error EP ). Let Q be a
SPARQL query and TJ be the set of triple patterns and
joins in Q. Let ~r = (r1, . . . , rn) ∈ R be a vector of real
cardinalities of TJ and ~e = (e1, . . . , en) ∈ R be the
vector of corresponding estimated cardinalities of TJ,
then the overall query plan error is defined as follows:

EP = 2 ∗ |~r−~e||~r|+|~e|

= 2 ∗
√∑n

i=1(Cr(ri)−Ce(ei))2√∑n
i=1 (Cr(ri))2+

√∑n
i=1 (Ce(ei))2

In the motivating example given in Figure 1b, the
real cardinalities vector of all triple patterns and joins,
~r = (100,200,300,50,50) and the Engine 1 estimated
cardinalities vectors ~e = (90,250,300,65,150). Thus, EP

= 2*0.1391 = 0.2784 for Engine 1. Engine 2 achieves
EP = 2*0.3838 = 0.7676. In these matrices, over- and
underestimations are also treated symmetrically.

5. Selected Federation Engines

In this section, we give a brief overview of the se-
lected cost-based SPARQL federation engines.

CostFed: CostFed [8] makes use of pre-computed
statistics stored in index to estimate the cardinality
of triple patterns and joins between triple patterns.
CostFed uses both HashJoin and BindJoin for joining
the results of triple patterns. Deciding which join to
select is based on calculating the cost of both joins.
CostFed creates 3 buckets for each distinct predicate
used in the RDF dataset. This bucket information is
also used during cost calculations and query planning.

SemaGrow: SemaGrow [13] is another cost-based
federated query engine. The query planning is based
on VoID2 statistics about datasets. SemaGrow imple-
ments bind, hash, and merge joins, and their selection
to perform the required join operation is based on a
cost calculation. It uses a reactive model for retrieving
results of the joins as well as individual triple patterns.

Odyssey: Odyssey [11] makes use of distributed Char-
acteristic sets (CS) [35] and characteristic pair (CP)
[36] statistics to estimate cardinalities. It then uses dy-
namic programming to produce query execution plans.

LHD: LHD [9] is an index-assisted and cardinality-
based approach that aims to maximize parallel execu-
tion of sub-queries. It also makes use of VoiD statistics
to estimate the cardinality of triple patterns and joins

2VoID vocabulary: https://www.w3.org/TR/void/

https://www.w3.org/TR/void/
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between triple patterns. Bind join is used in the query
planning.

SPLENDID: SPLENDID [12] also uses VoID statis-
tics to generate query execution plans. It uses a dy-
namic programming approach to produce query execu-
tion plans.

6. Evaluation and Results

In this section, we discuss our evaluation results.
Complete results of our evaluation are also available
from our resource homepage. First, we evaluate our
novel metrics in terms of how they are correlated with
the overall query runtime performances. Thereafter, we
compare existing cost-based SPARQL federation en-
gines against the proposed metrics and discuss the eval-
uation results.

6.1. Experiment Setup and Hardware:

Benchmarks Used: In our experiments, we used the
most recent state-of-the-art benchmark for federated
engines dubbed LargeRDFBench [26]. The benchmark
includes all FedBench[27] queries. LargeRDFBench
comprises a total of 40 queries: 14 simple queries (S1-
S14) from FedBench, 10 complex queries (C1-C10),
8 complex plus high sources queries (CH1-CH8), and
10 large data queries (L1-L10). We used all queries
except large data queries (L1-L10) in our experiments.
The reason for skipping L1-L10 was that the evaluation
results [26] show that most engines are not yet able
to execute these queries. LargeRDFBench comprises
a total of 13 real-world RDF datasets of varying sizes.
We loaded each dataset into a Virtuoso 7.2 server.

Cost-based Federation Engines: We evaluated five—
CostFed [8], Odyessey[11], SemaGrow[13], LHD[9]
and SPLENDID[12]—state-of-the-art cost-based SPARQL
federation engines. To the best of our knowledge, these
are most of the currently available, open-source cost-
based federation engines.

Hardware Used: Each Virtuoso was deployed on a
physical machine (32 GB RAM, Core i7 processor and
500 GB hard disc). We ran the selected federation en-
gines on a local client machine with same specifications.
Our experiments were run in a local environment where
the network cost is negligible.

Warm-up and Number of Runs: We warmed up each
federation engine for 10 minutes by executing the
Linked Data (LD1-LD10) queries from FedBench. Ex-
periments were run 3 times and the results were aver-
aged. The query timeout was set to 30 minutes.

Metrics: We present results for: (1) q-error of triple
patterns, (2) q-error of joins between triple patterns,
(3) q-error of overall query plans, (4) errors of triple
patterns, (5) errors of joins between triple patterns, (6)
errors of overall query plans, and (7) the overall query
runtimes. In addition, we used Spearman’s correlation
coefficient to measure the correlation between the pro-
posed metrics and the overall query runtimes. We used
simple linear and robust regression models to compute
the correlation.

6.2. Regression Experiments

First, we wanted to investigate the dependency be-
tween proposed metrics and overall query runtime per-
formance of the federation engines. Figure 2 shows the
results of a simple linear regression experiment aim-
ing to compute the dependency between q-error and
similarity errors, and the overall query runtimes. For
a particular engine, the left figure shows the depen-
dency between the q-error and overall runtime while
the right figure in the same row shows the result of
the corresponding similarity error. The higher coeffi-
cients (dubbed R in the figure) computed in the experi-
ments with similarity errors suggest that it is likely that
the similarity errors are a better predictor for runtime.
The positive value of the coefficient suggests that an
increase in similarity error also means an increase in
the overall runtime. It can be observed from the figure
that the outliers are contaminating the results. In Figure
3, we further apply robust regression[37–39] using the
Huber loss function [40] to remove the outliers from
the results (especially for q-errors). This is because we
wanted to avoid the possible high impact of outliers.
We observe that after removing outliers using robust
regression, the similarity-based error correlation further
increases. The lower p-values in the similarity-error-
based experiments further confirm that our metrics are
more likely to be a better predictor for runtime than the
q-error. The reason for this result is clear: Our measures
exploit more information and are hence less affected by
outliers. This is not the case for the q-error, which can
be perturbed significantly by a single outlier.

To investigate the correlation between metrics and
runtimes further, we measured Spearman’s correlation
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coefficient between query runtimes and corresponding
errors of each of the first six metrics. The results are
shown in Table 2.

Table 2 shows that the proposed metrics on average
have positive correlations with query runtimes, i.e., the
smaller the error, the smaller the query runtimes. The
similarity error of overall query plan (EP) has the high-
est impact (i.e. 0.35) on query runtimes, followed by
the similarity error of the triple pattern (i.e. ET with
0.27), q-error of joins (i.e. QJ with 0.26), similarity
error of Join (i.e. EJ with 0.22), q-error of overall plan
(i.e. QP with 0.17), and q-error of triple patterns (i.e.
QT with 0.06), respectively.

In order to do a fair comparison between the results,
we only take the common queries on which every sys-
tem passed. We eliminate the LHD [9], because it failed
in 20/32 benchmark queries, (which is a very high num-
ber and only 12 simple queries passed), and is not ad-
equate for comparison. We apply Spearmam’s corre-
lation again on common queries. Table 3 shows that
the proposed metric has a stronger positive correlation
with query runtime when we deal with only common
queries. The similarity error of overall plan (EP) and
triple pattern (ET ) has the highest impact (i.e. 0.40) on
query runtime, followed by similarity error of joins (i.e.
EJ with 0.39), q-error of joins (i.e. QJ with 0.17) and
overall query plan (i.e. QP with 0.17), and q-error of
triple patterns (i.e. QT with 0.01), respectively.

Furthermore, we remove outliers influencing results
by applying robust regression. Robust regression is
done by Iterated Re-weighted Least Squares (IRLS)
[37]. We used Huber weights[40] as weighting function
in IRLS. This approach further fine tuned the results
and made the correlation for our proposed similarity
error and run time stronger. Table 4 shows that all met-
rics have a stronger positive correlation. However, in
our proposed metric this difference is definite. The sim-
ilarity error of overall query plan (EP) has the highest
impact (i.e. 0.56) on query runtimes, followed by the
similarity error of the triple pattern (i.e. ET with 0.49),
similarity error of joins (EJ with 0.45), q-error of joins
(i.e. QJ with 0.22), q-error of overall plan (i.e. QP with
0.18) and triple pattern (i.e. QP with 0.18), respectively.
Table 4 also shows that the q-error for Odyssey is neg-
atively correlated with runtime. We can also observe
high q-error values from Figure 4.

Overall, the results show that the proposed similar-
ity errors correlate better with query runtimes than the
q-error. Moreover, the correct estimation of the overall
plan is clearly the most crucial fragment of the plan gen-
eration. Thus, it is important for federation engines to

pay particular attention to the cardinality estimation of
the overall query plan. However, given that this estima-
tion commonly depends on triple patterns and join esti-
mations, better means for approximating triple patterns
and join cardinalities should lead to better plans.

6.3. q-error and Similarity-Based Errors

We now present a comparison of the selected cost-
based engines based on the 6 metrics given in Figure
4.

Overall, the similarity errors of query plans given
in Figure 4a suggests that CostFed produces the small-
est errors followed by SPLENDID, LHD, SemaGrow,
and Odyssey, respectively. CostFed produces smaller
errors than SPLENDID in 10/17 comparable queries
(excluding queries with timeout and runtime errors).
SPLENDID produces smaller errors than LHD in 12/14
comparable queries. LHD produces smaller errors than
SemaGrow in 6/12 comparable queries. In turn, Sema-
Grow produces smaller errors than Odyssey in 9/15
comparable queries.

An overall evaluation of the q-error of query plans
given in Figure 4b leads to the following result: CostFed
produces the smallest errors followed by SPLENDID,
SemaGrow, Odyssey, and LHD, respectively. In par-
ticular, CostFed produces smaller errors than SPLEN-
DID in 9/17 comparable queries (excluding queries
with timeout and runtime error). SPLENDID pro-
duces smaller errors than SemaGrow in 9/17 compara-
ble queries. SemaGrow produces smaller errors than
Odyssey in 8/13 comparable queries. Odyssey is supe-
rior to LHD in 5/8 cases.

An overall evaluation of the similarity error joins
leads to a different picture (see Figure 4c). While
CostFed remains the best system and produces the
smallest errors, it is followed by Odyssey, SPLEN-
DID, SemaGrow, and LHD, respectively. In particu-
lar, CostFed outperforms Odyssey in 12/17 comparable
queries (excluding queries with timeout and runtime
error). Odyssey produces less errors than SPLENDID
in 7/14 comparable queries. SPLENDID is superior to
SemaGrow in 11/17 comparable queries. SemaGrow
outperforms LHD in 7/12 comparable queries.

As an overall evaluation of the q-error of joins given
in Figure 4d, CostFed produces the smallest errors fol-
lowed by SPLENDID, SemaGrow, Odyssey, and LHD,
respectively. CostFed produces less errors than SPLEN-
DID in 12/17 comparable queries (excluding queries
with timeout and runtime error). SPLENDID produces
less errors than SemaGrow in 9/17 comparable queries.



8 An Empirical Evaluation of Cost-based Federated SPARQL Query Processing Engines

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

R = 0.24 , p = 0.28

4

6

8

10

0 1000 2000 3000
Qerror

ru
nT

im
e

costFed
R = 0.59 , p = 0.0094

4

6

8

0.0 0.5 1.0 1.5 2.0
similarity_error

ru
nT

im
e

R = 0.4 , p = 0.079

5.0

7.5

10.0

12.5

0 500 1000 1500 2000
Qerror

ru
nT

im
e

SemaGrow
R = 0.56 , p = 0.042

4

6

8

10

0.0 0.5 1.0 1.5 2.0
similarity_error

ru
nT

im
e

R = 0.041 , p = 0.86

8

10

12

14

0 2000 4000 6000
Qerror

ru
nT

im
e

Splendid
R = 0.45 , p = 0.073

6

8

10

12

0.0 0.5 1.0 1.5 2.0
similarity_error

ru
nT

im
e

R = − 0.015 , p = 0.96

6

8

10

12

0.0e+00 5.0e+06 1.0e+07 1.5e+07
Qerror

ru
nT

im
e

Odyssey
R = 0.42 , p = 0.13

4

6

8

10

12

0.0 0.5 1.0 1.5 2.0
similarity_error

ru
nT

im
e

Fig. 2.: q-error and Similarity Error vs. runtime. (Simple Linear Regression Analysis)
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Fig. 3.: q-error and Similarity Error vs. runtime. (Robust Regression Analysis)
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Rank 1 2 3 4 5 6
Similarity Error q-error

Feature EJ EP ET Average QJ QP QT Average
F.

Q
E

ng
in

es CostFed 0.23 0.59 0.43 0.42 0.14 0.26 0.1 0.17

SemaGrow 0.33 0.33 0.33 0.33 0.47 0.37 0.001 0.28

ODYSSEY 0.11 0.14 0.55 0.26 0.01 0.03 −0.06 −0.01
SPLENDID 0.3 0.4 0.24 0.32 0.17 0.1 0.24 0.17

LHD 0.16 0.28 −0.2 0.08 0.51 0.11 0.04 0.22

Average 0.22 0.35 0.27 0.28 0.26 0.17 0.06 0.17

Table 2: Spearman’s rank correlation coefficients between query plan features and query runtimes for all queries.

Rank 1 2 3 4 5 6
Similarity Error q-error

Feature EJ EP ET Average QJ QP QT Average

F.
Q

E
ng

in
es CostFed 0.54 0.61 0.36 0.5 0.11 0.23 0.05 0.13

SemaGrow 0.44 0.56 0.43 0.48 0.49 0.40 −0.02 0.29
ODYSSEY 0.22 0.42 0.53 0.39 −0.04 −0.01 −0.20 −0.08

SPLENDID 0.35 0.45 0.27 0.36 0.12 0.04 0.21 0.12

Average 0.39 0.51 0.40 0.43 0.17 0.17 0.01 0.12

Table 3: Spearman’s rank correlation coefficients between query plan features and query runtimes after linear
regression (only for common queries between all systems).

Rank 1 2 3 4 5 6
Similarity Error q-error

Feature EJ EP ET Average QJ QP QT Average

F.
Q

E
ng

in
es CostFed 0.60 0.66 0.62 0.63 0.16 0.16 0.16 0.16

SemaGrow 0.56 0.56 0.57 0.56 0.60 0.53 0.57 0.56

ODYSSEY 0.25 0.45 0.59 0.43 −0.04 −0.02 −0.20 −0.08
SPLENDID 0.49 0.55 0.20 0.38 0.14 0.041 0.18 0.12

Average 0.45 0.56 0.49 0.50 0.22 0.18 0.18 0.19

Table 4: Spearman’s rank correlation coefficients between query plan features and query runtimes after robust
regression (only for common queries between all systems). EJ: Similarity Error of Joins, EP: Similarity Error of
overall query plan, ET : Similarity Error of Triple Patterns, QJ : q-error of Joins, QP: q-error of overall query plan, QT :
q-error Error of Triple Patterns, F.Q: Federated Query. Correlations and colors (−+): 0.00. . .0.19 very weak (  ),
0.20. . .0.39 weak (  ), 0.40. . .0.59 moderate (  ), 0.60. . .0.79 strong (  ), 0.80. . .1.00 very strong (  ).

SemaGrow produces less errors than Odyssey in 9/13
comparable queries. Odyssey produces less errors than
LHD in 4/8 comparable queries.

Overall, the evaluation of the similarity errors of
triple patterns given in Figure 4e reveals that CostFed
produces the smallest errors followed by SPLENDID,
Odyssey, SemaGrow, and LHD, respectively. CostFed
produces smaller errors than SPLENDID in 10/17 com-
parable queries (excluding queries with timeout and
runtime error). SPLENDID produces smaller errors

than Odyssey in 15/17 comparable queries. Odyssey
produces smaller errors than SemaGrow in 7/14 com-
parable queries. SemaGrow outperformed LHD in 6/12
queries.

An overall evaluation of the q-error of triple patterns
given in Figure 4f leads to a different ranking: CostFed
produces the smallest errors followed by LHD, Sema-
Grow, SPLENDID, and Odyssey, respectively. CostFed
outperforms LHD in 6/11 comparable queries (exclud-
ing queries with timeout and runtime error). LHD pro-
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duces fewer errors than SemaGrow in 5/10 comparable
queries. SemaGrow is better than SPLENDID in 10/17
comparable queries. SPLENDID produces fewer errors
than Odyssey in 7/14 comparable queries.

We observed that it is possible for a federation engine
to produce quite a high cardinality estimation error (i.e.,
1.974217 is overall similarity error for S11 query in
SemaGrow), yet it produces the optimal query plan.
Hence, the runtime is smaller (i.e., 191 ms). However,
in our evaluation, we compared which engine better
estimates the cardinalities, both for joins, as well as
triple patterns. Furthermore, these are potentially better
metrics for such comparisons.

6.4. Query Execution Time:

Finally, we present the query runtime results of
the selected federation engines across the different
queries categories of LargeRDFBench. Figure 5 gives
an overview of our results. In our runtime evaluation on
simple queries (S1-S14) (see Figure 5a), CostFed has
the shortest runtimes, followed by SemaGrow, LHD,
Odyssey, and SPLENDID, respectively. CostFed’s run-
times are shorter than SemaGrow’s on 13/13 compa-
rable queries (excluding queries with timeout and run-
time error) (average runtime = 524ms for CostFed vs.
2,539ms for SemaGrow). SemaGrow outperforms LHD
on 4/11 comparable queries with an average runtime of
2,539ms for SemaGrow vs. 2,752ms for LHD. LHD’s
runtimes are shorter than Odyssey’s on 8/10 compa-
rable queries with an average runtime of 8,515ms for
Odyssey. Finally, Odyssey is clearly faster than SPLEN-
DID on 8/12 comparable queries with an average run-
time of 131,586.8ms for SPLENDID.

Our runtime evaluation on the complex queries (C1-
C10) (see Figure 5b) leads to a different ranking:
CostFed produces the shortest runtimes followed by
SemaGrow, Odyssey, and SPLENDID, respectively.
CostFed outperforms SemaGrow in 6/6 comparable
queries (excluding queries with timeout and runtime
error) with an average runtime of 3,402ms for CostFed
vs. 9,324 for SemaGrow. SemaGrow’s runtimes are
shorter than Odyssey’s in 3/4 comparable queries with
an average runtime of 63,157ms for Odyssey. Odyssey
is better than SPLENDID in 5/5 comparable queries,
where SPLENDID’s average runtime is 98,494.52ms.

The runtime evaluation on the complex and high
sources queries (CH1-C8) given in Figure 5c estab-
lishes CostFed as the best query federation engine, fol-
lowed by SPLENDID and then SemaGrow, respectively.
CostFed’s runtimes are smaller than SemaGrow in 3/3

comparable queries (excluding queries with timeout
and runtime error), with an average runtime of 4,237ms
for CostFed vs. 191,315ms for SemaGrow. SPLENDID
has no comparable queries with CostFed and Sema-
Grow. LHD and Odyssey both fail to produce results
when faced with complex queries.

7. Conclusion

In this paper, we presented an extensive evaluation of
existing cost-based federated query engines. We used
existing metrics from relational database research and
proposed new metrics to measure the quality of car-
dinality estimators of selected engines. To the best of
our knowledge, this work is the first evaluation of cost-
based SPARQL federation engines focused on the qual-
ity of the cardinality estimations. Overall, our key re-
sults are as follows:

– The proposed similarity-based errors have a more
positive correlation with runtimes, i.e., the smaller
the error values, the better the query runtimes.

– The higher coefficients (R values) with similarity
errors, (as opposed to q-error), suggest that the
proposed similarity errors are a better predictor for
runtime than the q-error.

– The smaller p-values of the similarity errors, as
compared to q-error, further confirm that similarity
errors are more likely to be a better predictor for
runtime than the q-error.

– Errors in the cardinality estimation of triple pat-
terns have a higher correlation to runtimes than the
error in the cardinality estimation of joins.Thus,
cost-based federation engines must pay particular
attention to attaining accurate cardinality estima-
tions of triple patterns

– On average, the CostFed engine produces the
fewest estimation errors and has the shortest exe-
cution time for the majority of LargeRDFBench
queries.

As future work, we want to compare heuristic-based
(index-free) federated SPARQL query processing en-
gines with cost-based federated engines. We want to
investigate how much an index is assisting a cost-based
federated SPARQL engine to generate optimized query
execution plans.
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(a) Average execution time of simple (S) queries (FedBench)
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(b) Average execution time of complex (C) queries (LargeRDFBench)
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(c) Average execution time of complex and high data structures (ch) queries(LargeRDFBench)

Fig. 5.: Average execution time of LargeRDFBench and FedBench Queries.
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