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Abstract. Cross-language ontology alignments play a key role for the semantic integration of data described in different lan-
guages. The task of automatically identifying ontology mappings in this context requires exploring similarity measures as well
as ontology structural information. Such measures compute the degree of relatedness between two given terms from ontology’s
entities. The structural information in the ontologies may provide valuable insights about the concept alignments. Although the
literature has extensively studied these measures for monolingual ontology alignments, the use of similarity measures and struc-
tural information for the creation of cross-language ontology mappings still requires further research. In this article, we define a
novel technique for automatic cross-language ontology matching based on the combination of a composed similarity approach
with the analysis of neighbour concepts to improve the effectiveness of the alignment results. Our composed similarity considers
lexical, semantic, and structural aspects based on background knowledge to calculate the degree of similarity between contents
of ontology entities in different languages. Experimental results with MultiFarm indicate a good effectiveness of our approach
including neighbour concepts for mapping identification.
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1. Introduction

Ontologies1 are used on a multitude of applica-
tions in computer science in the role of a specifica-
tion mechanism or definition of a common vocabulary.
Mapping establishes correspondences between differ-
ent ontology entities and are relevant for the integra-
tion of heterogeneous data sources. There is a grow-
ing number of ontologies described in different natu-
ral languages. In the biomedical domain, for example,
LOINC2 is available in 19 languages and SNOMED CT

*Corresponding author. E-mail: juliana.destro@ic.unicamp.br.
1What is an ontology? http://www-ksl.stanford.edu/kst/

what-is-an-ontology.html (As of March 2022).
2https://loinc.org/international/ (As of March 2022)

3 is available in 5 languages. The challenge of generat-
ing correspondences between different ontologies, cre-
ated for diversified purposes, is aggravated when con-
cepts are labeled in different natural languages, even
in the same domain. Although automatic monolingual
ontology matching has been extensively investigated
[1], cross-language ontology matching still demands
further investigations aiming to automatically identify
correspondences between ontologies described in dif-
ferent languages [2].

In this context, accurate automatic methods are es-
sential for ensuring the quality of the generated map-
pings. Current ontologies have highly grown in size.

3https://www.snomed.org/ (As of March 2022)
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As differences between the used alphabets hamper the
use of simple string comparison techniques, seman-
tic similarity measures play a key role to obtain well-
defined ontology mappings because they allow calcu-
lating the level of lexical and semantic similarity be-
tween concepts [3]. Cross-language ontology match-
ing approaches in the literature have not yet thoroughly
investigated the influence of similarity calculation nei-
ther have they analyzed the influence of neighbour
concepts in the matching process.

In this article, we propose an original cross-language
ontology alignment technique based on the analysis
of neighbour concepts relying on composed similarity
measure, by combining both syntactic and semantic
similarity techniques. Syntactic similarity computes
a score calculated based on string analysis (extracted
from labels of entities), whereas the semantic similar-
ity is computed taking into account background knowl-
edge, such as synonyms and the context in which terms
appear (e.g., use of external dictionaries and vocabu-
laries). Our investigation explores a Weighted Over-
lap measure [4] relying on the neutral-domain seman-
tic network BabelNet [5] and computes a weighted
mean of semantic and syntactic similarities. The pro-
posed technique also takes into account the similar-
ity of those concepts immediately related to a given
entity (the neighbours), both on source and target on-
tologies. The method finds the highest value of sim-
ilarities among these concepts. In this investigation,
we name such value as neighbourhood similarity. The
neighbourhood similarity is used to improve the cor-
rectness of mappings and it is thus combined with the
composed similarity whenever the initial value of com-
posed similarity is in a uncertain range, that is, be-
tween a default and minimum threshold (set as param-
eters before the processing begins).

We carried out a series of experiments to investigate
the quality of mappings generated by our technique.
Our experiments explored conference-domain ontolo-
gies in 45 language pairs from the MultiFarm4 dataset
[6]. MultiFarm provides curated mappings between
multilanguage ontologies. This dataset has been used
to assess cross-language ontology matching methods
since 2011, by the Ontology Alignment Evaluation Ini-
tiative5. The obtained results indicate that syntactic
and semantic similarities may have different weights
in order to obtain a good accuracy. Our experiments

4https://www.irit.fr/recherches/MELODI/multifarm (As of April
2019).

5http://oaei.ontologymatching.org/ (As of March 2022)

suggest that the language in which the ontologies are
described, and the translation tool play an important
role in the quality of generated alignments.

The remaining of this paper is organized as follows:
Section 2 describes the related work; Section 3 formal-
izes the fundamental concepts of our proposal; Sec-
tion 4 reports on our proposed technique; Section 5 de-
scribes the experimental results whereas Section 6 dis-
cusses our findings; Section 7 provides the conclusion
remarks.

2. Background

There has been a number of investigations on spe-
cific aspects of cross-language for ontology matching.
Meilicke et al. [7] studied the effectiveness of a set of
matching systems based on a dataset defined to evalu-
ate ontology alignment. Their results indicated the dif-
ficulties of traditional ontology matching algorithms
for carrying out multilingual ontology alignment. Tro-
jahn et al. [8] described an extensive survey of match-
ing systems and strategies for accomplishing multi-
lingual and cross-language ontology matching. More
recently, Ivanova [2] provided a classification of the
available approaches and strategies used by current
cross-language mapping systems.

Several approaches have explored the translation ef-
fects and the use of a third language in cross-language
ontology alignment. In particular, Fu et al. [9] ana-
lyzed the impact of automatic translations on multi-
lingual ontology alignment, highlighting the transla-
tion’s relevance for achieving adequate matching qual-
ity. Spohr et al. [10] studied the translation of concept
labels to a third language for matching two ontologies
described in different languages.

Ontology alignment techniques have considered the
use of similarity methods, which aim to calculate the
degree of relatedness between concepts exploring dif-
ferent sources (e.g., dictionary, thesauri). Annane et
al. [11] proposed a method to build a customized back-
ground knowledge resource to improve recall of gener-
ated mappings without sacrificing precision. Stouten-
burg [12] argued that the use of ontologies combined
with linguistic resources as background knowledge
might enhance ontology matching processes. This ap-
pears as an alternative to syntactic similarity measures
relying only on string comparison to determine the
similarity value.

The use of multiple similarity measures for the on-
tology alignment task has been investigated in the lit-

https://www.irit.fr/recherches/MELODI/multifarm


erature. Nguyen and Conrad [13] proposed an on-
tology matching method based on the combination
of lexical-based, structure-based, and semantic-based
techniques. After obtaining the structural correspon-
dences among the concepts, the method explores a se-
mantic similarity based on WordNet dictionary and the
results are combined. Their approach was evaluated
with monolingual ontology alignments. Further inves-
tigations are necessary to understand whether a com-
bination and use of semantic similarity can be relevant
for cross-language ontology alignment.

Experimental studies have analyzed the influence
of syntactic and semantic similarity methods and the
structure of terms denoting concepts in ontologies in
the context of cross-language alignment [14]. These
studies highlight the potential influence of similarity
measures.

Structural information (i.e. neighbourhood) and
multiple similarity measures were used by Essayeh
and Abed [15] to generate a similarity matrix. Lin et
al. [16] also used structural information combined with
other similarity methods but neither tackled the cross-
language ontology alignment problem.

We investigated different proposed methods, includ-
ing methods in participants of OAEI (Ontology Align-
ment Evaluation Initiative)6 MultiFarm track. Overall,
a translator is used to overcome the natural language
barrier and to enable applying monolingual methods to
perform cross-language matching. This approach con-
sists of translating the elements of concepts (such as
class name, label, and commentaries of class) to the
same language of the other ontology, or to a pivot lan-
guage. Another common method leverages informa-
tion retrieval techniques, for instance, PageRank and
indexing, to define matchings.

WeSeE [17] proposed method uses a web search en-
gine (Microsoft Bing Search API7) for retrieving web
documents relevant for concepts in the ontologies.The
method uses labels, comments, and URI fragments as
search termsFor getting search terms from ontology
concepts (i.e., classes and properties). The search re-
sults of all concepts are then compared to each other.
The similarity score is based on the similarity of search
results.

The system AUTOMSv2 implements alignment meth-
ods already provided within an Alignment API. In or-
der to solve the multi-linguage problem, AUTOMSv2

6http://oaei.ontologymatching.org (As of March 2022).
7https://www.bing.com/partners/developers (As of March 2022)

uses a free Java API named WebTranslator8. The AU-
TOMSv2 translation method is performed by convert-
ing the labels of classes and properties that are found
to be in a non-English language (only WebTransla-
tor supported languages) and creates a copy of an
English-labeled ontology file for each non-English on-
tology. This process is performed before AUTOMSv2
profiling, configuration, and matching methods are
executed. Therefore, their input will consider only
English-labeled copies of ontologies, rendering the
problem a monolingual matching.

CLONA [18] is an alignment system aiming to iden-
tify correspondences between two ontologies defined
in two diferent natural languages. It consists of a six-
step approach: (i) Parsing and Pretreatment, (ii) Trans-
lation, (iii) Indexation, (iv) Candidate Mappings Iden-
tification, and (vi) Alignment Generation. The second
phase uses translation provided by Microsoft Transla-
tor 9 to translate the non-English concepts into the cho-
sen pivot language, English. CLONA uses the Lucene
search engine 10 to index the pre-processed and trans-
lated ontology to determine matching candidates. The
documents at the indexes represent the semantic in-
formation collected from an external resource (i.e.,
WordNet) about the entity. A search query is set up in
Lucene to return all the matching candidates.

The proposal of CroLOM is based on natural lan-
guages processing techniques (such as lemmatization,
stopwords elimination and stemming) to normalize
labels extracted from ontologies. These entities are
translated into English, as a pivot language, and the
technique computes a Cartesian product among the
concepts that compose the ontologies. They apply se-
mantic and syntactic similarity measures in a hybrid
way to identify potential mappings. The syntactic sim-
ilarity is calculated from the Levenshtein distance [19],
whereas the semantic similarity considers the category
of words in WordNet. At this stage, an initial filter is
applied to select candidate correspondences containing
the maximum similarity value. Then, a second filter
is applied to identify the correspondences that contain
similarity value greater than a given threshold.

The SOCOM++ [20] approach considers several se-
tups with different parameters. In contrast to CroLOM,
it translates concept labels of the source ontology to
the same language of the target ontology, thus no pivot
languages are considered. Afterwards, both ontologies

8 http://webtranslator.sourceforge.net/ (As of March 2022)
9https://www.microsoft.com/en-us/translator/ (As of March 2022
10https://lucene.apache.org/ (As of March 2022)
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are described in the same language and monolingual
matching methods are applied. In this process, the con-
text of a given concept is analyzed considering all im-
mediate neighbour concepts to improve the quality of
the obtained alignment. This approach was designed to
support user’s influence on adjustments in the transla-
tion of the selected labels, and thus users can analyze
the resulting mappings and propose changes.

The AML (AgreementMakerLight) is a general pur-
pose ontology matching system based on the design
principles of AgreementMaker [21]. AML relies pri-
marily on lexical matching and structural algorithms
for both matching and filtering. It makes use of exter-
nal biomedical ontologies and the WordNet as sources
of background knowledge.

In YAM++, concept labels of both ontologies (source
and target) are translated into the English language.
The concepts are filtered in a stage named candidate
filtering. In this stage, heuristic filters are applied to se-
lected candidate correspondences, reducing the search
space. In the following stage, the method analyzes the
neighbourhood of previously selected concepts to dis-
cover as many as possible high accurate mappings. Fi-
nally, the selected mappings go through a process of
semantic verification [22], in which those correspon-
dences considered inconsistent are removed.

XMAP [23] uses semantic similarity based on Word-
Net, combined with automatic translation provided by
Microsoft Translator e taxonomic hierarchy to estab-
lish the similarity between two concepts.

LogMap considers a Lexical indexing, which is an
inverted index used to store the lexical information. It
exploits ontology modularization techniques to reduce
the size of the problem. The relevant modules in the
input ontologies together with (a subset of) the candi-
date mappings are encoded in LogMap using a Horn
clause propositional representation. This approach ex-
tends Dowling-Gallier’s algorithm [24] to track all
mappings that may be involved in the unsatisfiability
of a class and performs a greedy local repair; that is, it
repairs unsatisfiabilities on-the-fly and only looks for
the first available repair plan. It considers a Seman-
tic Indexing, which allows to answer many entailment
queries as an index lookup operation over the input on-
tologies and the mappings computed. The semantic in-
dex complements the use of the propositional encoding
to detect and repair unsatisfiable classes in the input
ontologies.

The KEPLER’s approach relies on a divide-and-
conquer strategy. First, it splits up the ontology into
small blocks, maximizing the relationship inside the

block, and minimizing the relationship between the
blocks themselves. On the following step, it trans-
lates the ontologies to English as the pivot language,
and uses the indexing strategy to reduce the searching
space. It considers Candidate Mappings Identification,
which queries documents in a vector space that con-
tains a set of ontological entities and their synonyms
obtained via WordNet for each ontology. Finally, the
algorithm filters the candidate mappings by using two
filters: the first filter eliminates the redundancy be-
tween these candidates by eliminating possible dupli-
cates; the second filter eliminates false positive candi-
dates.

SANOM [25] uses simulated annealing (SA), which
is a probabilistic technique for approximating the
global optimum of a given function, as the principal
technique to find the mappings between two given on-
tologies while no ground truth is available. Although
SANOM was not intended for the cross lingual task,
its approach still has produced some results due to the
structural similarity between the ontologies in Multi-
farm [26].

Exploiting Wikipedia as external knowledge base,
WikiV3 [27] uses the MediaWiki API and searches
pages corresponding to a given element in the ontol-
ogy (class comments, labels, class names, etc). When
exploring the interlanguage links of Wikipedia through
Wikidata, the system is also able to find mapping be-
tween ontologies of different languages.

Wiktionary [28] (or Wiktionary Matcher) matches
concepts by linking labels to entries in Wiktionary 11,
and then checks whether the concepts are synonymous
in the external data set. A correspondence is added to
the final alignment only based on the synonym rela-
tion.

VeeAlign [29] is a supervised Deep Learning based
ontology alignment system. The proposed approach is
to compute a contextualized representation of concepts
as a function, using concept labels and their relation-
ship with neighbouring concepts, producing a contex-
tual vector. The contextualised concept representation
is used to discover alignments without the requirement
for background knowledge.

The novelty of our approach resides in the weighted
combination of semantic and syntactic similarities,
leveraging the concept of neighbourhood to improve
the correctness of the generated mappings. Whereas
existing methods described in this section use struc-

11https://en.wiktionary.org/wiki/Wiktionary (As of March 2022)
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Table 1: Comparing different methods and techniques
of cross-lingual ontology matching. Neighbourhood-
based is our proposed technique.

System Syntactic Semantic Lexicon Structural Other External Resources
WeSeE X MS Bing Search
AUTOMSv2 X X X X WebTranslator

CLONA X
Microsoft Translator
Apache Lucene

CroLOM X X WordNet
SOCOM X X
AML X X
YAM++ X X
XMAP X X X WordNet
LogMap X X
Kepler X X WordNet

SANOM X
Simulated
Annealing

WikiV3 X Wikipedia
Wiktionary X Wiktionary

VeeAlign
Deep

learning
Neighbourhood
based (*) X X X

BabelNet
Google Translator

tural information mostly as another component in their
similarity calculations, our approach proposed using
the neighbouring concepts as a means to confirm or
refute a mapping candidate.

Table 1 presents a comparison between methods and
techniques proposed in the literature to tackle the on-
tology matching problem (some techniques are applied
on both the monolingual and cross-lingual problems).

3. Formalization

This section formalizes the fundamental concepts in
this investigation.

3.1. Ontologies

Ontologies define a common vocabulary in a do-
main [30]. They are used for semantic representation
in computational systems, describing the definition of
concepts and the relationship among them.

Definition 3.1 (Ontology). An ontology O describes
a domain in terms of concepts, attributes and rela-
tionships. Formally, an ontology O = (CO,R,AO)
consists in a set of classes or concepts CO interre-
lated by a set of directed relations R. Each concept
c ∈ CO has a unique identifier and it is associated
with a set of attributes AO(c) = {a1, a2, ..., ap}. Con-
cepts are ontology entities represented by owl:Class
construct in OWL12. Each relation r(c1, c2) ∈ R
can be described as a tuple (c1, c2, r(c1, c2)), where
r(c1, c2) is a function returning the type of relation-
ship between (c1, c2) (e.g., “≡", “v", etc.). The sym-

12The W3C Web Ontology Language (OWL) is a Semantic Web
language https://www.w3.org/OWL/ (As of April 2019).

bols “≡” and “v” represent relationships “equiva-
lence” and “is-a”, respectively. Furthermore, the re-
lationships can express domain-related relations. For
instance, considering the biomedical domain, the con-
cepts c1 :“Insulin” and c2 :“Diabetes” may be related
by the following function: r(c1, c2) = “Treats”. Re-
lations are entities represented by owl:ObjectProperty
or owl:DatatypeProperty constructs in OWL [31].

Definition 3.2 (Neighbour Concepts). We define neigh-
bour concepts of a given entity e ∈ CO or e ∈ R the
set of concepts with a direct relation to e. Formally,
the neighbourhood of e is the set nbh = {cpt|cpt ∈
CO ∧ dist(e, cpt) = 1}, where dist(e, cpt) is the dis-
tance (in terms of the number of edges) between ‘e’
and ‘cpt’.

Figure 1 presents an illustrative example of neigh-
bour concepts. The neighbourhood of “Pancreas”
is composed of “Endocrine S ystem”, “Digestive
S ystem”, “Insulin” and “Glucagon”, because all of
them are directly related to “Pancreas”. Because the
distance between “Kidney” and “Pancreas” is equal
to two, it is not considered a neighbour concept of
“Pancreas”.

Figure 1. Example of neighbourhood.

3.2. Cross-Language Ontology Alignment

We formally characterize the cross-language ontol-
ogy problem as follows. Let OX and OY be ontologies
described in different natural language “X” and “Y”,
respectively; and entities ei ∈ OX and e j ∈ OY . The
problem relies on automatically identifying the ade-
quate set of 4-tuples mei→e j = (ei, e j, si, j, r(ei, e j)),
where c f i, j is the confidence value between (ei, e j)
and falls under the interval [0,1] and r(ei, e j) ∈ R
is the relationship between these elements. For in-
stance, considering the concepts c1 ∈ COpt and c2 ∈
COen, from ontologies described in Portuguese and En-
glish, respectively, such that c1 = with associated la-

https://www.w3.org/OWL/


bel “Cabeça” and c2 = with associated label “Head”,
the alignment between these concepts is mc1→c2 =
(c1, c2, 1,≡).

Definition 3.3 (Mappings). The final result of the
alignment process is a set containing the mappings
found between the entities (classes, object properties
and datatype properties) from two given ontologies.
Formally, the mapping between the ontologies OX and
OY is given by each element of MOX→OY (λ) =
{mei→e j|ei ∈ OX ∧ e j ∈ OY ∧ s(ei, e j) > λ}, where
“λ” is the threshold (minimum value) of confidence.

3.3. Similarity Measures

Definition 3.4 (Similarity between entities). Given
two entities ei and e j from an ontology (or from dif-
ferent ontologies), the similarity value between them is
defined as the maximum similarity value among the at-
tributes (e.g. labels, synonyms, etc) of ei and e j. For-
mally:

syn(ei, e j) = argmax sim(aix, a jy) (1)

where sim(aix, a jy) is the similarity degree between the
pair of attributes aix and a jy from ei and e j, respec-
tively. The similarity may be calculated in different lin-
guistic levels, from string-based methods to semantic
techniques [32].

Syntactic Similarity Measure. Levenshtein Dis-
tance [19] is an algorithm that computes a syntactic
or string-based similarity, which can be understood as
the minimum number of single-character editions (in-
sertions, deletions or substitutions) needed to change
a string s into s’. This algorithm has been chosen to
compute the syntactic similarity in this investigation
because Levenshtein Distance has been well-studied
and has been extensively used to spelling correction,
being considered a good alternative to syntactic analy-
sis [33].

Semantic Similarity Measure. Semantic similarity
between concepts is a metric to evaluate how similar
two given concepts are, considering their meanings in
a certain context. For instance, the words “lead” and
“iron” are much more similar considering the metal
context than “lead” and “leader”. On the other hand,
when we consider the organizational context “lead”
and “leader” may be more similar than “lead” and
“iron”.

Table 2: Example of NASARI vector representation,
where synset_weight represents dimensions 1 : n ∧
n <= 300.

Babelnet SynsetId Wikipedia PageTitle synset1_weight1 ... synsetn_weightn
bn:00000009n 100 (number) bn:00058285n_332.33 ... bn:00031261n_9.35
bn:00000010n 1000 (number) bn:00058285n_347.11 ... bn:00024261n_2.11

There are algorithms to calculate semantic similar-
ity. Usually, these algorithms explore an external re-
source such as vocabulary, dictionaries, and thesauri.
In this work, we use Weighted Overlap applied to
NASARI vectors, together with the neutral-domain se-
mantic network BabelNet [5].

This choice relies on the studies of the influence of
semantic similarity in neutral-domain context, using
Weighted Overlap [14].

NASARI helps us to compute the similarity value
in multilingual contexts because it uses vectors based
on “synsets” (set of synonyms) used by Babelnet [34].
The vectors are created in two steps: first, for a given
concept, it collects a set of Wikipedia pages where the
concept is mentioned. The second step consists in pro-
cessing the collected contextual information (i.e., in-
formation extracted from the Wikipedia pages) using
a statistical measure (lexical specificity [35]), aiming
at finding the most relevant words and synsets appear-
ing in the contextual information and assigning to each
one of them a weight (based on the statistical mea-
sure). Each of the these words and synsets are used as
dimensions in the vector-based representation.

Table 2 shows the semantic vector-based representa-
tion of two Babel synsets (i.e., the identification used in
BabelNet to represent a given meaning of a word and
all the synonyms expressing that meaning in a range
of different languages). On each row of the NASARI
vector table (exemplified by two rows in Table 2), the
first column is the Babel synsets ID and the second
column is the textual description of the synset (e.g.,
the synsetID bn:00000009n represents the synset “100
(number)”). The vector dimensions are described from
column three onwards, and are represented by a Ba-
belnet synset ID and its correspondent weight (e.g.,
vector dimension in column synset1_weight1, where
bn:00058285n is the dimension and 332.33 is the
weight). Vectors are truncated to the non-zero dimen-
sions only (i.e., all dimensions present weight above
zero). Because vectors present Babelnet synset as their
dimensions, they are comparable across languages.

NASARI leverages Weighted Overlap (WO) method
applied to the semantic vectors representations [36] to



calculate the semantic similarity between two elements
e1 and e2 (cf. Equation (2)):

sem(e1, e2) = WO(v1, v2) (2)

Weighted Overlap calculates the similarity between
the meanings of two given lexical items. Formally:

WO(v1, v2) =
∑|S |

i=1(r
1
i + r2i )

−1∑|S |
i=1(2i)−1

(3)

In Equation 3, S refers to the set of overlapping dimen-
sions between the two vectors (i.e., dimensions appear-
ing on both vectors; in the example in Table 2, dimen-
sion bn:00058285n under column synset1_weight1).
The r j

q is the rank of dimension q in the vector v j. Note
that the weight is not used in WO equation; it is only
used for ranking (i.e., sorting) the dimensions.

Definition 3.5 (Composed Similarity). We define the
composed similarity by combining syntactic and se-
mantic measures. Let sem(e1, e2) (Equation (2)) be the
semantic similarity and syn(e1, e2) the syntactic one
between the entities e1 and e2, respectively. Formally:

simC(e1, e2) =
αsyn(e1, e2) + βsem(e1, e2)

α+ β
(4)

where α and β are constants.

Note that both semantic and syntactic similarities
are a particular case of the composed similarity, when
α and β are equal to zero, respectively.

We explore the composed similarity together with
Neighbourhood Analysis (cf. Section 4) in our cross-
language ontology alignment technique.

4. Cross-Language Ontology Alignment Relying
on Neighbourhood Analysis

Our technique for cross-language ontology match-
ing is based on a composed similarity measure relying
on both syntactic and semantic similarity techniques,
leveraging the similarity of local neighbour concepts
(cf. Definition 3.2) to settle uncertain mappings.

Figure 2 presents the workflow of the proposed tech-
nique. The inputs are a source and target ontologies
written in OWL (Web Ontology Language) format.

These ontologies are converted to an object (object-
oriented development), preserving the relations and
neighborhood relationship between concepts. Each en-
tity of the source ontology is compared with all entities
of the same type (i.e., concepts are compared only with
concepts, relations are compared only with relations)
of the target ontology and their composed similarity is
calculated. If the similarity surpasses the threshold, the
pair is mapped. If not, the calculated similarity is com-
pared with a minimum threshold to verify if the com-
posed similarity is in an uncertain range. If the similar-
ity value is above minimum a threshold, the similarity
between the neighbour concepts is taken into account
in a new validation against the threshold.

Algorithm 1 defines a cross-language alignment be-
tween two distinct ontologies OX and OY expressed
in different natural languages. The algorithm considers
the following input arguments:

– Input ontologies OX ,OY

– λ ∈ (0, 1] - default threshold
– minλ ∈ [0, λ) - minimum threshold
– α - Syntactic weight
– β - Semantic weight
– pivot - The pivot language

The algorithm starts with mapping setMOX→OY ←
∅ (line 1) and the similarity variables with zero. It
calculates the cartesian product from the set of en-
tities COX and COY , and ROX and ROY from on-
tologies OX and OY , respectively. It considers au-
tomatic translation of labels of entities e1 and e2 to
a pivot language, providing (w1,w2), where w1 =
translated(e1) and w2 = translated(e2) (line 9),
leveraging Google Translate API during runtime. The
algorithm computes the similarity value based on a
syntactic measure (line 10). The syntactic similar-
ity is calculated relying on the strings (w1,w2). The
semantic similarity value is also computed. To this
end, for each tuple (e1, linge1 , e2, linge2), composed
of the entities e1 and e2, and their respective natu-
ral languages linge1 and linge2 , the algorithm calls the
function babelnet(e1, linge1 , e2, linge2) (line 13). This
function uses Babelnet synsets and NASARI seman-
tic vectors (cf. Section 3.3) to calculate the Weighted
Overlap (Equation (3)).

The algorithm calculates the weighted average, as-
signing weights previously defined by α and β to
the syntactic synsim and semantic semsim similarities,
respectively. It results on the composed similarity
composedsim (line 15). If the composedsim value is
lower than the default threshold λ and is greater than



Figure 2. Schematic overview of the proposed cross-language ontology alignment based on neighbourhood analysis.

or equal to minλ, the similarity is considered to be a
in an uncertain range and the algorithm verifies the
neighbourhood of the involved concepts to ensure the
quality of mappings.

The neighbourhood analysis computes the maxi-
mum similarity among the neighbour concepts of the
considered entities (source and target). Algorithm 2
computes the similarity among the neighbours of the
entities e1 and e2 (source and target entities given as in-
put). Only concepts in the neighborhood are retrieved,
for entities either in CO orR. First, it extracts the con-
cepts neighboring e1 and e2 to nbh1 and nbh2, respec-
tively (line 1 and 2 in Algorithm 2). The algorithm
aims to find the pair of neighbour concepts (one from
the source ontology and the other one from the target
one) with the maximum similarity value based on the
composed similarity measure.

Figure 3 presents an example to illustrate the tech-
nique of neighbourhood analysis. We consider two on-
tologies13, OX and OY , where OX is described in Por-
tuguese language and OY is described in English lan-
guage.

Figure 3. Ontologies OX and OY under analysis.

13These ontologies are considered only for the purpose of this
example. They were not extracted from real-world ontologies.



Algorithm 1: Cross-language ontology alignment
based on composed similarity measure considering
neighbourhood analysis

Require: OX ,OY , λ,minλ ∈ [0, 1], α, β, pivot
1: MOX→OY ← ∅ {Initialize the mapping as an

empty set}
2: synsim ← 0
3: semsim ← 0
4: composedsim ← 0
5: nbhsim ← 0
6: for all e1 ∈ OX do
7: for all e2 ∈ OY do
8: if α > 0 then
9: w1 ← translate(e1, pivot),

w2 ← translate(e2, pivot)
10: synsim ← syntacticsim(w1,w2)
11: end if
12: if β > 0 then
13: semsim ←

semanticsim(e1, linge1 , e2, linge2)
14: end if
15: composedsim = αsynsim+βsemsim

α+β {Compute the
composed similarity value}
{Analyze the neighbourhood of concepts if
in an uncertain range}

16: if composedsim < λ and
composedsim > minλ then

17: nbhsim ← neighbourhoodsim(e1, e2)
{Algorithm 2}

18: similarity← composed(1−nbhsim)
sim

19: else
20: similarity← composedsim

21: end if
22: if similarity > λ then
23: me1→e2 ← (e1, e2, similarity,≡)
24: MOX→OY ←MOX→OY ∪ {me1→e2}
25: end if
26: end for
27: end for
28: returnMOX→OY {Generated mappings}

In the example of Figure 4, the entities “autor” and
“author o f contribution” are under analysis. We first
calculate the syntactic and semantic similarity value
between the two entities, and find a composed similar-
ity value of 0.80.

Algorithm 2: Neighbourhood analysis.
Require: e1, e2 {Given the entities e1 and e2 from

the source and target ontologies respectively}
{Extract the concept neighbourhood of entities e1
and e2 to nbh1 and nbh2}

1: nbh1 ← neighbourhood(e1)
2: nbh2 ← neighbourhood(e2)
3: maxS im← 0
4: for all n1 ∈ nbh1 do
5: for all n2 ∈ nbh2 do
6: sim← composedsimilarity(n1, n2)

{Compute the composed similarity value}
7: if sim > maxS im then
8: maxS im← sim
9: end if

10: end for
11: end for
12: return maxS im

Figure 4. Pair of entities considered for mapping.

In our example, the minimum threshold to con-
sider a mapping uncertain is 0.33 and default thresh-
old is 0.95. Thus, by our Algorithm 1, it is necessary
go through the neighbourhood analysis. The neigh-
bours of “autor” are {“pessoa”, “artigo”, “poster”},
and the neighbours of “author o f contribution” are
{“person”, “paper”}. We apply a cartesian product
to these sets to evaluate the composed similarity (i.e.,
syntactic and semantic similarity combined) between
the set of neighbours and retain maximum similarity
value found. In this illustration, the maximum similar-
ity is found for “pessoa” and “person”, with a 1.0
measure as depicted in Figure 5.



Figure 5. “pessoa” and “person” are the pair of neighbouring con-
cepts with maximum similarity.

The neighbourhood similarity value returned by Al-
gorithm 2 updates the similarity value considering
composed(1−nbhsim)

sim in Algorithm 1 (line 19). There-
fore, after the neighbourhood analysis process, the fi-
nal similarity value is equal to 0.80(1−1.0) = 0.800.0 =
1.0, thus these concepts under analysis are influenced
by the neighbourhood analysis. Because the final sim-
ilarity is greater than the default threshold then a map-
ping is created between “autor” and “author of con-
tribution”. Note, when the neighbourhood similarity
is high, close to 1, the resulting similarity also ap-
proaches 1, therefore it is likely to surpass the default
threshold, and then be considered a candidate map-
ping.

Our method assumes as correct mappings when the
neighbour concepts are quite similar even if the pair
of concepts under analysis itself is not so similar. Fi-
nally, Algorithm 1 verifies whether the similarity value
computed is greater than or equals to a beforehand
input threshold λ (line 21 in Algorithm 1). If such
condition is satisfied, the algorithm inserts the map-
ping (e1, e2, 1,≡) into the set MOX→OY indicating
a cross-language correspondence between the entities.
The output mapping set file follows the general align-
ment format as the same used by the Alignment API14.
The implementation of the defined algorithms can be
obtained in our institutional project code repository15.
Access is granted per request.

5. Experimental Evaluation

This evaluation aims to analyze the quality of map-
pings generated by our proposed technique which con-

14http://alignapi.gforge.inria.fr/index.html (As of March 2022).
15https://gitlab.ic.unicamp.br/jreis/evocros

Table 3: MultiFarm ontologies and statistics

Languages Ontologies Classes
Object
Properties

Datatype
Properties

Total
Entities

Arabic conference-ar 61 46 18 125
Chinese conference-cn 61 46 18 125
Czech conference-cz 61 46 18 125
German conference-de 61 46 18 125
English conference-en 61 46 18 125
Spanish conference-es 61 46 18 125
French conference-fr 61 46 18 125
Dutch conference-nl 61 46 18 125
Portuguese conference-pt 61 46 18 125
Russian conference-ru 61 46 18 125

siders the structure of ontologies in the alignment of
ontologies described in different natural languages. We
conducted a series of 1260 experiments relying on a
set of curated mappings manually established between
ontologies described in distinct languages.

5.1. Datasets and Procedure

MultiFarm[6], version released in 2015, is the con-
sidered dataset in our experiments. This datase is used
in the OAEI and it is composed of a set of 5 ontologies
of the Conference domain16, translated into 10 lan-
guages: Arabic (ar), English (en), Chinese (cn), Czech
(cz), Dutch (nl), French (fr), German (de), Portuguese
(pt), Russian (ru), Spanish (es), and the corresponding
cross-language mappings between them. This dataset
is based on the OntoFarm dataset, which has been suc-
cessfully used for several years in the OAEI Confer-
ence track. Our experiments uses only Conference on-
tologies described in Table 3

This dataset was manually curated and may be used
as a reference to assess algorithms that build automatic
cross-lingual ontology mappings. For instance, the pair
pt-es refers to the ontology mappings between Por-
tuguese and Spanish conference ontologies. We con-
sider 45 set of mappings with different pairs of lan-
guage as follows: ar-cn, ar-cz, ar-de, ar-en, ar-es, ar-
fr, ar-nl, ar-pt, ar-ru, cn-cz, cn-de, cn-en, cn-es, cn-fr,
cn-nl, cn-pt, cn-ru, cz-de, cz-en, cz-es, cz-fr, cz-nl, cz-
pt, cz-ru, de-en, de-es, de-fr, de-nl, de-pt, de-ru, en-es,
en-fr, en-nl, en-pt, en-ru, es-fr, es-nl, es-pt, es-ru, fr-nl,
fr-pt, fr-ru, nl-pt, nl-ru and pt-ru.

Our experiments built cross-language ontology map-
pings by using English as a pivot language for syn-
tactic similarity measurement. Selecting an appropri-
ate pivot language is an important step in any task re-

16Cmt, Conference, ConfOf, Iasted, Sigkdd

http://alignapi.gforge.inria.fr/index.html
https://gitlab.ic.unicamp.br/jreis/evocros


quiring this type of translation and there are resources
available to help identify the best language-pair to be
used for machine translation on both European lan-
guages [37] and Asian languages [38]. Our choice is
due to the to the richness of available language re-
sources between English and the other languages in
the experiment. Babelnet is used for semantic similar-
ity measurement and does not need a translation as it
can retrieve the synsets used in NASARI vectors, by
using the concepts original language. The results ob-
tained by executing Algorithm 1 in different scenarios
were compared with the reference mappings from the
MultiFarm dataset, then metrics of precision, recall,
and f-measure [39] were calculated.

We executed Algorithm 1 setting different weights
and thresholds for similarity, but considering the min-
imum threshold equals to 0.33, based on fraction { 13}
of the similarity spectrum analyzed [0, 1]. We used the
mappings Conference-Conference of all 45 pair of lan-
guages in Multifarm as reference.

The weights of syntactic and semantic similarities
in the composed similarity measure followed the frac-
tions { 15 ,

1
4 ,

1
3 ,

1
2 ,

2
3 ,

3
4 ,

4
5}, considering the constraint

α + β = 1. We present results varying the thresh-
old level to comprehend its role in the studied scenar-
ios. We vary the threshold in {0.66, 0.75, 0.80, 0.95},
which were selected based on the fractions { 23 ,

3
4 ,

4
5 ,

19
20}.

Table 4 shows the experiments configuration applied
for each pair of language.

5.2. Experimental Results

Table 5 presents the achieved results with the high-
est f-measure obtained for each pair of language. Re-
sults vary by language pair, but they have an average
threshold of 0.75, average syntactic weight of 0.75 and
average semantic weight of 0.25.

The highest f-measure was found between West
Germanic languages (English and German), 0.64591.
The majority of the results with the lowest f-measure
values involve the Arabic language, present in seven
pairs of the lowest ten f-measures: ar-ru, de-ar, ar-fr,
cn-ar, cz-ar, ar-pt, ar-es, cz-ru, de-ru, pt-ru. This is
mostly due to translation differences between the lan-
guages and the pivot. For example, for the pair pt-ru,
one of the concept in Portuguese is “contribuição de
artigo completo” and the translation in English using
the Google Translate API is “ f ull article contribution”.
This concept is mapped in the gold standard to the
Russian concept “ ”, which is translated to English as
“ f ull labor”, with a distance of 0.34, well below our

Table 4: Experiments configurations. Different
weights for syntactic and semantic similarity are
applied to each threshold. Each configuration was
applied to Conference-Conference mappings for each
of the 45 pairs of languages obtaining a total of 1260
experiments.

Similarity threshold Syntactic measure Semantic measure

0.66

0.20 0.80
0.25 0.75
0.33 0.67
0.50 0.50
0.67 0.33
0.75 0.25
0.80 0.20

0.75

0.20 0.80
0.25 0.75
0.33 0.67
0.50 0.50
0.67 0.33
0.75 0.25
0.80 0.20

0.80

0.20 0.80
0.25 0.75
0.33 0.67
0.50 0.50
0.67 0.33
0.75 0.25
0.80 0.20

0.95

0.20 0.80
0.25 0.75
0.33 0.67
0.50 0.50
0.67 0.33
0.75 0.25
0.80 0.20

threshold. If we were going to translate the concept
in Portuguese directly to Russian language, the result
would be “ ”, with a distance of 0.40, an improvement
from the previous 0.34 but still below the threshold.

An example of how our defined technique helps
improving the results can be observed in conference-
conference-en-pt set of mappings. The concept “invited
speaker” in conference-en should be mapped to con-
cept “Palestrante convidado” in conference-pt, ac-
cording to the gold standard. Using similarity thresh-
old equals to 0.66, α = 0.67 and β = 0.33, the com-
posed similarity value calculated between them was
0.4307. This similarity value is inside the uncertain
range and thus the neighborhood similarity was veri-
fied to confirm the candidate mapping. The calculated
neighborhood composed similarity value was 0.5847.
The similarity value was then recalculated using the
formula composed(1−nbhsim)

sim , thus 0.4307(1−0.5847) =
0.7048, surpassing the 0.66 threshold. Therefore, the



mapping is included in the generated ontology set of
mappings.

Another example is the concept “chair of workshop
track" in conference-en and “coordenador de trilha
de workshop” in conference-pt. Using a similarity
threshold equals to 0.66, α = 0.67 and β = 0.33, the
composed similarity value calculated between them
was 0.3828 and the neighborhood similarity was 1.0.
The recalculated similarity value was 1.0 and then the
mapping was included in the generated ontology align-
ment.



Table 5: Results with highest f-measure for each pair of language.

Language
pair

Similarity
threshold

Syntactic
measure

Semantic
measure Precision Recall F-Measure

ar-es 0.75 0.80 0.20 0.41071 0.35659 0.38174
ar-fr 0.75 0.80 0.20 0.44444 0.27273 0.33803
ar-nl 0.66 0.80 0.20 0.37989 0.47552 0.42236
ar-pt 0.66 0.75 0.25 0.35220 0.40288 0.37584
ar-ru 0.66 0.80 0.20 0.31356 0.28030 0.29600
cn-ar 0.66 0.80 0.20 0.52381 0.25191 0.34021
cn-cz 0.75 0.80 0.20 0.63492 0.30075 0.40816
cn-de 0.66 0.80 0.20 0.50476 0.37589 0.43089
cn-en 0.66 0.80 0.20 0.54717 0.40845 0.46774
cn-es 0.66 0.75 0.25 0.45082 0.39568 0.42146
cn-fr 0.75 0.80 0.20 0.58140 0.37037 0.45249
cn-nl 0.66 0.75 0.25 0.46667 0.48611 0.47619
cn-pt 0.66 0.80 0.20 0.41111 0.49664 0.44985
cn-ru 0.66 0.80 0.20 0.50980 0.37681 0.43333
cz-ar 0.66 0.80 0.20 0.30189 0.45070 0.36158
cz-de 0.75 0.80 0.20 0.46809 0.45205 0.45993
cz-en 0.80 0.67 0.33 0.68182 0.41667 0.51724
cz-es 0.80 0.75 0.25 0.64894 0.42657 0.51477
cz-fr 0.75 0.80 0.20 0.42636 0.39007 0.40741
cz-nl 0.95 0.80 0.20 0.70000 0.42282 0.52720
cz-pt 0.75 0.67 0.33 0.58654 0.42069 0.48996
cz-ru 0.66 0.75 0.25 0.41129 0.36429 0.38636
de-ar 0.66 0.75 0.25 0.28421 0.40602 0.33437
de-en 0.80 0.67 0.33 0.77570 0.55333 0.64591
de-es 0.80 0.67 0.33 0.82258 0.36429 0.50495
de-fr 0.66 0.80 0.20 0.36111 0.59091 0.44828
de-nl 0.80 0.75 0.25 0.59406 0.41667 0.48980
de-pt 0.75 0.80 0.20 0.45963 0.49664 0.47742
de-ru 0.66 0.80 0.20 0.40146 0.38732 0.39427
en-ar 0.75 0.80 0.20 0.42029 0.45313 0.43609
en-es 0.80 0.67 0.33 0.66667 0.40845 0.50655
en-fr 0.75 0.67 0.33 0.64516 0.30075 0.41026
en-nl 0.80 0.20 0.80 0.86111 0.40260 0.54867
en-pt 0.80 0.67 0.33 0.68293 0.38889 0.49558
en-ru 0.66 0.80 0.20 0.43972 0.42759 0.43357
es-fr 0.75 0.67 0.33 0.65672 0.33333 0.44221
es-nl 0.80 0.67 0.33 0.78351 0.50000 0.61044
es-pt 0.80 0.50 0.50 0.74545 0.51572 0.60967
es-ru 0.66 0.75 0.25 0.45600 0.39583 0.42379
fr-nl 0.75 0.67 0.33 0.62500 0.40441 0.49107
fr-pt 0.75 0.67 0.33 0.63636 0.36567 0.46445
fr-ru 0.66 0.80 0.20 0.36508 0.46309 0.40828
nl-pt 0.75 0.50 0.50 0.80682 0.46104 0.58678
nl-ru 0.75 0.80 0.20 0.56075 0.42254 0.48193
pt-ru 0.66 0.80 0.20 0.34597 0.48993 0.40556



6. Discussion

Cross-language ontology matching relies on several
different approaches to obtain mappings that interre-
late ontologies described in distinct languages. Cross-
language ontology matching requires adequate tech-
niques relying on similarity measures to overcome the
matching task barrier. Ontological structure and sim-
ilarity measures might help in matching algorithms
to determinate the adequate mappings. Existing tech-
niques can favor from the understanding of the bene-
fits and limitations of syntactic and semantic similarity
approaches to develop a better combination of them.

In this context, this investigation contributed with
several experiments to determinate the impact of on-
tological structure and the similarity measures to be
considered in the alignment of ontologies described in
different languages. Our experiments were designed to
help us understanding their effects in the matching pro-
cess and the quality of the generated cross-lingual on-
tology mappings.

Our proposal concerns the influence of the onto-
logical structure and similarity computation on cross-
language ontology matching. Our goal was to under-
stand how to combine them aiming to build accurate
cross-lingual ontology mappings. To this end, we took
into account the weighted average between syntac-
tic and semantic similarities. Our approach considered
neighbour concepts directed related to concepts under
analysis in candidate mappings.

The choice of weights assigned to each similarity
measure played an important role in the results. As we
showed empirically, semantic and syntactic similari-
ties might not have the same relevance, i.e., the same
weight. Considering the syntactic weight close to 0.70
generated the best mapping results, i.e., it resulted in
ontology mappings with the overall highest f-measure
value. Thus, our technique may be understood as a
good alternative to syntactic or semantic only meth-
ods. It might perform even better taking into account
the correct parameters.

We found that the gain of effectiveness may vary ac-
cording to the language describing the content of the
ontologies. Comparing the results in Table 5, we ob-
serve that the results for the arabic language are gen-
erally in the lowest tier. A possible explanation for
this behaviour might be the use of Google Translate
for automatic translation to the pivot language. Al-
though Google Translate has largely improved over the
years[40], there are still some incorrect or mistypes
in the translations that hinder syntactic measures. An

example is the word É
�
J.
�
®
�
J���


�
@, incorrectly translated to

“recepion". The correct translation is “reception". An-
other example is

��
I

�
ê
�
Ó Ðñ

�
J
Ë

�
@, incorrectly translated to

“today’s station" by Google Translate, when the cor-
rect translation would be “terminal date".

The characteristics of the entity labels of the Confer-
ence ontology restrict the use of the semantic similar-
ity measurement Weighted Overlap, because the entity
labels are mostly complex sentences instead of words.
Babelnet, the external source used in semantic mea-
surement, is a dictionary, not a translation tool and
therefore only able to identify synsets in words. This
also explains the average semantic similarity being ap-
proximately 1

4 of the overall weight. Thus, it might
be useful considering algorithms such as stop-words
elimination and stemming, etc. to break the complex
sentences into simple structures.

The results showed an influence of threshold; as
the threshold rises, the precision also increases. It
may be explained by considering equivalence of only
those concepts with a high level of similarity. How-
ever, the f-measure value reduces as the threshold in-
creases. This happens because higher values assigned
to threshold leads to the algorithm disregarding enti-
ties that are equivalent, but somehow were assigned a
lower level of similarity than expected by the thresh-
old. For instance, in en-es ontology mappings, the sim-
ilarity between “strange" and “estranho" was equal to
0.89, but the given threshold is 0.95, thus “estranho" is
not mapped to “strange". As a result, the recall drops
substantially, because many correct correspondences
are ignored, and thus f-measure decreases. Empiri-
cally, we concluded that the thresholds generating the
more accurate mappings were around λ = 0.75 and
λ = 0.80.

Table 6 describes the results obtained by related
work (ontology alignment systems) presented in OAEI
2018, 2019 and 2020. The 2021 edition did not include
results for same ontology alignments, focus of this
study, only for different ontologies. This results use the
blind dataset of same ontology (edas-edas) translated
into two different languages. Although it is not possi-
ble to compare the results of our experiments directly
to the OAEI results, it is still possible to see the op-
portunity for improvement, even on the task consid-
ered the easiest (same ontologies just translated into
two different languages) and give us a sense of how
our method could be a contribution to the field.

Our obtained findings support the hypothesis that
composing different types of similarity measures and



Table 6: Results obtained with existing ontology align-
ment systems in OAEI (Multifarm Track) in 2018,
2019, 2020 and 2021, considering the alignments be-
tween the same ontology edas-edas in different lan-
guages.

Tool Precision Recall F-measure
2018
KEPLER 0.85 0.36 0.49
LogMap 0.95 0.28 0.41
AML 0.96 0.16 0.27
XMAP 0.13 0.19 0.14
2019
AML 0.93 0.17 0.27
LogMap 0.95 0.28 0.41
Wiktionary 0.94 0.07 0.12
2020
AML 0.94 0.17 0.28
LogMap 0.95 0.28 0.41
LogMapLt 0.02 0.01 0.01
VeeAlign 0.91 0.08 0.14
Wiktionary 0.94 0.07 0.12

taking into account the ontology structure, by consid-
ering the similarity of neighbour concepts, is a method
that can reveal satisfactory generated ontology map-
pings for cross-language ontology alignment.

7. Conclusion

Alignment of large ontologies described in differ-
ent natural languages remains an open research chal-
lenge. In this investigation, we proposed an approach
based on the weighted mean of syntactic and semantic
similarities for this task. Our approach considered the
influence of neighbour concepts on the cross-lingual
alignment method, combining it with the composed
similarity. The defined algorithms were implemented
and we carried out a series of experiments to evaluate
the effectiveness of this approach. Our findings based
on experiments with standard datasets revealed the ef-
fectiveness of combining similarity measures and con-
sidering the neighbourhood of concepts in the cross-
language ontology alignment problem. Future work
involves to improve our cross-lingual alignment pro-
posal by considering different combinations of back-
ground knowledge, such as specific-domain thesauri to
evaluate the semantic similarity. In addition, we plan to
investigate different ways of computing the syntactic

and semantic similarities considering additional stages
in the pre-processing of entity labels.
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