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Abstract. A Systematic Literature Review (SLR) identifies, evaluates and synthesizes the literature available for a given topic.
This generally requires a significant human workload and has subjectivity bias that could affect the results of such a review.
Automated document classification can be a valuable tool for recommending the selection of primary studies. In this paper,
we propose an automated pre-selection approach based on text mining and semantic enrichment techniques. Each document
candidate is firstly processed by a named entity extractor. The DBpedia URIs coming from the entity linking process are used as
external sources of information. Our system collects the bag of words of those sources and it adds them to the initial document.
A Multinomial Naive Bayes classifier discriminates whether the enriched document belongs to the positive example set or not.
We used an existing manually performed SLR as golden dataset. We trained our system with different configurations of relevant
papers and we assessed the goodness of our approach using a statistical approach. Results show a reduction of the manual
workload of 18% that a human researcher has to spend. As baseline, we compared the enriched approach with one based on
a normal Multinomial Naive Bayes classifier. The improvements range from 2.5% to 5% depending on the dimension of the
trained model.
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1. Introduction where it is applied, the protocol changes. In this paper,
we focus on a SLR applied to the field of Software En-

A Systematic Literature Review (SRL) is a mean to gineering, where the protocol can be summarized by
identify, evaluate and interpret all available interest- the following steps [11]: (i) identification of research,
ing research to a particular topic area or phenomenon (i) selection of primary studies, (iii) study quality as-
of interest. It has to be performed according to a pre- sessment, (iv) data extraction and monitoring progress,
defined protocol describing how primary studies are (v) data synthesis. The first step defines the search

selected and categorized, reducing as much as possi-

space, i.e. the set of document in which researchers
ble subjectivity bias. Depending on the research field

select papers. A small sample set of relevant docu-
ments is used to define the search space. The second
*Corresponding author. E-mail: giuseppe.rizzo@eurecom. fr. step identifies and analyses all possible useful studies
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Fig. 1. The big picture about the Semantic Literature Review process

among the papers which are contained in the search
space that can help to answer some research questions.
In the third step, an assessment about the quality of the
studies collected is performed, while in the fourth step,
the data extraction forms according to the review un-
der evaluation is delivered. The last step delivers the
data synthesis methods. Although these steps seem to
be sequential, it is worth considering them as iterative
steps and, therefore, the outputs may evolve according
to the evolving topics. Figure 1 summarizes the five
steps involved in the SLR process. The entire process
is supervised and guided by researchers who summa-
rize all existing information about some phenomenon
in a thorough and, potentially, unbiased manner. The
final goal is to draw more general conclusions about
some phenomenon derived from individual studies, or
as a prelude to further research activities. A SLR has
a crucial importance in all research fields but it is ex-
tremely time-consuming, requiring an important hu-
man workload which is costly. The objective of this pa-
per is to reduce the human workload in an SLR, semi-
automating the selection of primary studies (i.e. the
second step of the SLR process). This depends on the
dimension of the search space. The larger the search
space is and the more effective our proposed approach
will be. Our method focuses on a filter strategy re-
sorting on semantic enrichment and text mining tech-
niques to reduce the number of papers that researchers,
who perform a SLR, should read. We use a text clas-
sifier to filter potentially interesting documents within
the search space. The classifier produces a reduced set
that shall contain a higher interesting document per-
centage than the initial set. Afterwards, this reduced set
is examined manually by researchers. In this way, we
reduce the workload required to all researchers, lim-
iting the human error rate. This phenomenon usually
occurs when a set is sparse and searching through it re-
quires more efforts than in a clean set, where the noise
is smaller.

First, we are interested in investigating if the im-
proved selection process allows reducing the manual
work needed for the selection of studies while preserv-
ing completeness, and if yes, in quantifying the work

saved (RQ1). Subsequently, we aim to assess the con-
tribution of the semantic enrichment mechanism. We
compare results achieved with a Multinomial Naive
Bayes classifier in the case of analysis of enriched doc-
uments (obtained with the semantic enrichment) and
in the case of examination of original papers (not-
enriched ones) (RQ2). We address therefore the fol-
lowing research questions:

1. Does the automatic selection process based on
the Multinomial Naive Bayes classifier and se-
mantic enrichment (enriched process) reduce the
amount of manual work of a SLR with respect to
the original process?

2. Does the automatic selection process based on
Multinomial Naive Bayes classifier and semantic
enrichment (enriched process) reduce the amount
of manual work of the alternative version of the
process with only Multinomial Naive Bayes clas-
sifier (not-enriched process)? In other words, we
aim to validate the idea behind the use of en-
riched papers as test samples instead of using
original papers as test samples.

The work presented in this paper is based on a pre-
vious system presented by the same authors [18]. The
following improvements are proposed: while previ-
ously the automatic classification was planned to fully
automate the entire selection process step, in this pa-
per, we propose a semi-supervised approach. This is
because papers selected by the automatic classifiers
could be immediately discarded by a human researcher
just looking at the title and the abstract and do not need
necessarily to be fully read. In addition, we perform
an evaluation on a much larger dataset, extending the
ground truth from the previous 111 papers to the cur-
rent 2215 papers (almost 20 times larger). Finally, we
propose an exhaustive evaluation based on the men-
tioned research questions.

The remainder of this paper is organized as follows.
Section 2 details the step that focuses on the selec-
tion of primary studies and Section 3 presents our ap-
proach to improve this step. Section 4 describes the use
case we use to validate our approach. In Section 5, we
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report and discuss the results we obtained. Section 6
compares our approach with the state of the art in the
SLR field. Finally, we give our conclusions and outline
future work in Section 7.

2. Selection of primary studies

In this section, we detail the selection step of the
SLR process (Figure 1) analyzing its strengths and
weaknesses according to the guidelines described
in [11]. This step takes as input the set of primary stud-
ies W gathered from the universe of all scientific pa-
pers in the domain of interest of the review. W rep-
resents the result set of the first step of the process
and it is obtained as the output of the search process
performed by human beings using keywords on dedi-
cated sources. For instance W could be composed by
all papers published by a given set of journals or by
all papers that a digital library provided as result of the
search with keywords. The selection of primary stud-
ies is divided in two sub-steps: the former operates a
selection based on reading titles and abstracts (first se-
lection), the latter is the decision based on the full text
human analysis (second selection). Both steps are ba-
sically affected by the following choice criteria: does it
fit the research field? We define C' (candidate studies)
the set of studies that successfully passed the first se-
lection and are eligible to be processed by researchers
in the second selection step. It has the goal to split C
in I (included studies) and E (excluded studies) where
those sets are:

— I isthe set of studies € C that successfully passed
the second manual selection and will contribute
to the systematic review. The following relation
holds: I C C.

— FE is the set of studies € C' that did not pass the
second manual selection and will not contribute
to the systematic review and synthesis. Hence,
ECCand ENI = 0.

Figure 2 illustrates the selection of primary studies
step. As introduced in the previous section, the selec-
tion of primary studies is performed by human beings
who usually apply selection criteria which may be po-
tentially biased by the level of knowledge about the
topic that the reader has. A semi-supervised approach
aims to reduce this potential bias.

3. Approach

The proposed approach relies on text mining tech-
niques and semantic enrichment to reduce the set of
interesting papers a researcher has to evaluate. The ap-
proach consists of a semi-supervised iterative process
built on top of the following assumption: W # @ (as
a result of the applied search strategy) and I # © at
the beginning (the set of relevant documents already
known when the systematic review starts is not empty).
The output of this approach is the set of most inter-
esting papers W' gathered from a larger set of unread
papers W.

3.1. Iy construction

The initial set of sources contained in [ is named I
and it is composed of primary studies already classi-
fied as relevant for the review: this is the first step of
our process and it is needed to start the iterative part
of the algorithm. I can be built in two different ways.
The first way is to ask researchers to use their previous
knowledge indicating the most well known and funda-
mental papers in the field of interest. This strategy con-
siders that often, systematic reviews are undertaken by
experts in the field. The second way is to explore a por-
tion of the search space using the basic process, e.g.
searching on digital libraries or selecting the issues of
(a) given journal(s). This portion is marked as Iy and
the enriched process is used to explore the remaining
search space.

3.2. Model building

The second step of our approach consists in comput-
ing automatically a model M from Ij. The idea is to
build a bag of words (BOW) model starting from the
primary studies in . For each study, we considered
the words from the abstract and introduction. Accord-
ing to [4] terms that appear at the beginning and at the
end of a document (such as title, abstract, introduction
and conclusion) are more significant. We empirically
assessed that using a reduced set of words, coming
only from abstract and introduction, provides the same
results of considering the extended set of words (i.e. set
of words coming from the title, abstract, introduction
and conclusion). The explanation is that the semantic
enrichment approach compensates a reduced cardinal-
ity of the BOW through linking external sources and
gathering from them textual data. Finally, we perform
stop words elimination and stemming process, using
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Fig. 2. Selection of primary studies in a Systematic Literature Review

the Porter algorithm [17]. The model built is used to
train a Multinomial Naive Bayes classifier which com-
putes the weight for each word according to the TF-
IDF normalized approach [10].

3.3. Semantic enrichment

We define w; a document composed by the BOW
collected from the abstract and the introduction of one
paper € W. Each w; is processed to get a set of named
entities /N which summarizes w;. Formally, a named
entity is a name of a person or an organization, a lo-
cation, a brand, a product, a numeric expression in-
cluding time, date, money and percent found in a sen-
tence [6]. Basically, it is an information unit described
by a set of classes (e.g. person, location, organization)
and potentially univocally defined by external infor-
mation (entity linking). If applied to the Linked Open
Data (LOD) cloud [5], this operation is called disam-
biguation process [19] and it allows to point to re-
sources published according to the Tim Berners-Lee’s
rules [1]. In our approach, we select information from
DBpedia [2], the RDF structured information extracted
from Wikipedia infoboxes. The encyclopedic nature of
this dataset is appropriate to enrich the content of each
w;.

Once we have extracted the set of named entities
N, we link each n; € N to the corresponding DBpe-
dia resource (when it is available). The extraction of
named entities is performed using OpenCalais'. Open-
Calais provides a classification for each named entity
and suggests a URI of an external source where the in-
formation is disambiguated. Relying on it, we point to
a DBpedia resource defined by the owl:sameAs prop-
erty. If it is not available, we look for entities (i.e.
subjects) in DBpedia which have the same labels ex-

lhttp://www.opencalais.com

tracted by OpenCalais. Once the resource is found,
then we collect all words contained in the description
field (dbpedia-owl:abstract property). The ab-
stract property is one of the descriptive property which
is consistent in the entire DBpedia dataset. After col-
lecting these descriptions, we add them to the bag of
words natively taken by the document w,;. We call it
the enrichment process and the resulting document is
defined as w+;. Finally, it is compared with the trained
model M using a Naive Bayes classifier which is de-
scribed below.

3.4. Classification

We used a Multinomial Naive Bayes (MNB) clas-
sifier and we implement the TF-IDF weight normal-
ization. According to [10], this implementation outper-
forms the CNB used by [12]. We use the classifier to
compare w+; with the model M and we determine
whether the conditional probability that w+; belongs
to [ is significant or not. We assume that all papers that
do not belong to I, belong to E adopting the Boolean
algebra. The comparison is done for each w+; € W:
papers with Plw+; € I] > threshold are moved to
W' and they are manually analyzed by researchers. Fi-
nally, all the papers whose Plw+; € I| < threshold
remain in W.

3.5. Iteration

The papers with Plw+; € I] > threshold are
moved to W' to be manually processed, whilst the re-
maining ones still remain in W. It is likely that some
of the papers moved in W' will pass the manual se-
lection and will go to I, while the others will go to
FE. When I is modified, M becomes obsolete and it
is necessary to re-build the model and repeat the clas-
sification step for all papers w+; € W. Again, if
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Plw+; € I] > threshold, w+; is moved to W' to
be manually analyzed. If any w+; goes to W', i.e.
W' = @ after a classification, the iteration stops. Pa-
pers that remain in W after the last iteration are fi-
nally discarded and not considered by researchers. The
exclusion of these papers represents the reduction in
workload for the human researchers. At each iteration,
the model will be progressively tailored to the domain
of interest, allowing to refine the selection of primary
studies.

Algorithm 1 Enriched selection process algorithm

Define I
Init I with I
repeat
/* automatic recommendation of primary studies */
Train classifier with
Extract model M
for all w; in W do
Enrich w; obtaining w+;
Compare w+; with model M :
if Plw+; in I] > threshold then
move w; to W’
end if
end for
/* first selection */
for all w;, € W’ do
Manually read title and abstract (w; € I ) ? move w} to C :
discard w/,
end for
/* second selection */
forallc; € C do
Manually read full paper (¢; € I') ? move ¢; to I : move ¢; to E
end for
until C # ©
Discard V w; € W

We provide in Algorithm 1 the synopsis of the whole
study selection process proposed in this paper and in
Figure 3 its complementary graphical representation.
Comparing this picture with Figure 2 that represents
the selection process provided by the guidelines [11],
we observe that the original process is not changed, but
we have added a selection of primary studies that rec-
ommends papers similar to the model at each iteration.
We also reported in Figure 3 the steps of the new pro-
cess described in subsections 3.1 to 3.4: the use of a
model of bag of words (b) derived from I or I (a), the
enrichment of papers through semantic enrichment (c)
and the comparison of the model M with the studies
through a Multinomial Naive Bayes classifier (d).

4. Experiment

We have developed the Semantic Systematic Re-
view tool and we have released the source code at

The tool allows to load an already performed SLR
from which are already known both the set of inter-
esting papers and the set of not-interesting ones. This
enables to run experiment and assess the effectiveness
of our approach. The tool creates the initially set of
relevant papers Iy (papers which belong to the I set)
selecting randomly a sub-set of the interesting papers
defined by the SLR. Doing it, the tool simulates the op-
eration performed by human researchers at the begin-
ning of the SLR. The other interesting papers, together
with the not-interesting ones, end in the 1. This set
is used for assessing the performance of the approach.
From I, the tool extracts the corresponding BOW and
initializes the model M. Then, for all the papers in
W, the tool performs automatically the recommenda-
tion of the primary studies (the second step in the SLR
process) implementing the approach described in Sec-
tion 3. Finally, the tool reports the performance of the
approach using as ground truth the SLR taken as ref-
erence. The performance is measured as the amount of
the saved manual work. The baseline in the experiment
is given by the semi-supervised automatic approach
without the semantic enrichment mechanism.

4.1. Golden dataset

As a case study we selected a SLR on Software Cost
Estimation done by [9] and we limit the ground truth
to all the papers mentioned in the SLR coming from
the IEEE Transactions on Software Engineering (IEEE
TSE) journal. They cover a timeframe ranging from
1977 to April 2004. Unfortunately, we had to exclude
the first volume of IEEE TSE because it is not acces-
sible from the IEEEXplore portal®>. The resulting set
contains 2215 candidates, all of them evaluated from
the SRL taken as reference. The original SLR contains
51 interesting papers. However, only 50 of them are
actually present in the set of the candidates available
from the IEEEXplore, the missing one having been
published in the first volume of IEEE TSE. Our golden
dataset is therefore composed of 2215 papers, and 50
of them belong to the I set. The others are consid-
ered as not-interesting papers, i.e. they do not pass the
selection criteria defined at the beginning of the per-
formed study and they belong to the F set.

’http://ieeexplore.ieee.org/xpl/

http://sourceforge.net/projects/semreviewecentIssue. jsp?punumber=32
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Fig. 3. The enriched study selection process and its principal steps: model extraction (b) after [ is built (a), enrichment of papers through semantic
enrichment (c) and comparison with the model through a Multinomial Naive Bayes classifier (d).

4.2. Variable selection

The main outcome under measurement is the man-
ual work, consisting of reading primary studies either
entirely or only title and abstract, to select the inter-
esting ones for the subject of the SLR. We measure
the manual work as the number of papers that are read
assuming the number as a proxy for the actual time
that would be spent reading the articles. The minimum
manual work ideally required is the total number of
interesting papers. However, this minimum could rea-
sonably never be reached in SLR. Indeed, the relation
I C W holds, where I is the set of relevant papers and
W is the set of containing papers defined by the search
criterion. This choice is motivated by the fact that the
SLR, selected as subject of the case study, does not
report neither the time spent for papers selection nor
which papers were read entirely and which partially
(only title and abstract). As a consequence, we define
the following two metrics:

muw is the manual work. More specifically mwo is
the manual work performed in the original SLR,
i.e. manually selecting and reading all papers,
muwy g is the manual work obtained applying the
selection based on the Multinomial Naive Bayes
classifier using original papers (not-enriched pro-
cess), mwg is the manual work obtained apply-
ing the selection based on the Multinomial Naive
Bayes classifier using enriched papers (enriched
process).

t is the applied task. Three levels are possible: manual,
not-enriched, enriched.

4.3. Hypothesis formulation

The last step of the design is the hypothesis formu-
lation. We formulate a pair of null and alternative hy-
pothesis for each of the two research questions. Goal
of the experiment is to reject the null hypothesis Hy
monitoring the p—value [8]. In other words, we dis-
card the null hypothesis and we validate the alternative
one H 4 if the probability to reject the Hy is lower than
the 0.001. Moreover, it tells that when choosing the al-
ternative hypothesis H 4, the probability to commit an
error is lower than 0.001.

1. Hlol
HIAZ

mwo < mwg , recall= 0.95
mwo > mwg , recall=0.95

2. HQOI
H2A2

mwyg < mwg, recall=0.95
mwyg > mwg, recall=0.95

4.4. Parameter configuration

We decided to assess the validity of our process
with different size of I ranging between 1 and 5.
In order to limit the bias introduced by a particular
configuration of selected papers, we built 30 different
Iy sets per each dimension choosing them randomly
among 50 relevant papers. We used each generated I
to kick-off the two variants of the process: enriched
and not-enriched. Moreover, we replicated the exper-
iment varying the classification threshold between 0
and 1 with steps of 0.01. The classifier threshold rep-
resents the posterior probability for a sample to belong
to the I (interesting set). Overall, we executed the com-
plete algorithm 30,300 times = 5 (number of I sizes)
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x 30 (number of I sets for each size) x 2 (variants of
the algorithm) x 101 (thresholds).

A preliminary step consisted to define the best clas-
sifier threshold 7" which maximizes the recall for the
two variants. According to [4], we decided to aim at
a recall of 95%. Although this recall value is a strong
constraint, we adopted it for limiting as much as pos-
sible the elimination of interesting papers. Hence, we
have empirically observed that the threshold is also ad-
equate for other datasets in the same area (SLR of soft-
ware engineering). In Table 1, we report the distribu-
tion of the maximum classifier threshold which per-
mits to obtain the target recall using the different I,
sets. We chose the maximum threshold because is the
one which minimizes the workload while it still satis-
fies the requirement of a recall equal to or greater than
95%. We select the median values to set the classifier,
that means 0.22 for the enriched process and 0.17 for
the not enriched one.

4.5. Analysis methodology

The goal of data analysis is to apply proper statis-
tical tests to reject the null hypotheses we formulated.
Since the values are not normally distributed (accord-
ing to the Shapiro test), we adopt a non parametric test.
In particular, we select the Mann-Whitney test [7] that
compares the medians of the vectors of mw. To do that,
we considered all papers extracted from the dataset ex-
cept those papers used to build the Ij.

5. Results and Discussion

Figure 4 shows the comparison distributions for
different settings of Iy according to the two differ-
ent type of recommendation approaches proposed: en-
riched process or not-enriched process. On the y-axis,
the workload needed for a human being after both
processes (enriched F and not-enriched NF) is re-
ported. On the x-axis, we indicate the number of pa-
pers used for training the I set and the process used
(e.g. 1.E means an I, composed of 1 paper and the pro-
cess has been performed using the enrichment mech-
anism). We observe a reduction of the workload in
both approaches. Comparing the semantic enrichment
with the baseline, we observe a greater reduction of the
workload. This increment ranges from 2.5% to 5% for
all I, settings, except for the Iy composed of 1 paper
(1.E in Figure 4) where the increment is lower then
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Fig. 4. Number of papers to read for different I sizes and tasks
applied: E (with enrichment) and NE (without).

1% with respect to the not-enriched (e.g. 1.NE in Fig-
ure 4).

We present below the results according to the two
research questions addressed in this paper (see Sec-
tion 1): evaluating whether the semantic automatic
process classification reduce the amount of work of a
SLR or not (RQ1) and evaluating if the semantic en-
richment increases the performance of the simple clas-
sification process (RQ2).

5.1. RQI: Reduction of the Human Workload

The results from the Mann-Whitney test are shown
in Table 2. The table reports the I size (column 1),
the manual work in the original SLR process (column
2), the manual work obtained with our enriched pro-
cess (column 3), the estimated percentage of manual
work to be performed with our enriched approach with
respect to the total work required using the common
approach (column 4) and the p~value obtained from
the Mann-Whitney test. The p~value for all the con-
figurations indicates that the null hypothesis can be re-
jected and we assume the alternative which motivates
the choice to use the semantic enrichment approach.
In addition, we notice that the workload reduction in-
creases as the size of 1.

5.2. RQ2: Assessing the Performance of the
Enrichment Process

We used the Mann-Whitney test to reject the null hy-
pothesis by which we state that mwyg < mwg. Ta-
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Min. ‘ 1st Qu. ‘ Median ‘ Mean ‘ 3rd Qu. ‘ Max. ‘

not-enriched | 0.11700 | 0.1700 | 0.1700 | 0.1729 | 0.1775 | 0.1900
enriched 0.2100 0.2100 0.2200 0.2201 0.2200 0.2600
Table 1

Analysis of the best classifier threshold for both enriched and not-
enriched process across different Ip sets. The first and last column
show the minimum and maximum values, second and fifth columns
respectively the first and third quartile of the distribution, then mid

columns show median and the mean of it

Workload Manual workload vs enriched workload

[To] | mwo mwg median p — value

1 2214 1897.567 85% < 0.001

2 2213 1864.367 84% < 0.001

3 2212 1863.833 84% < 0.001

4 2211 1843.133 83% < 0.001

5 2210 1829.1 82% < 0.001

Table 2

For each Ip configuration, we first compare the workload required to a human being in the original SLR and the workload mean if our process
is performed. To verify the goodness of our process, we compute the Mann-Whitney test and we reject the hypothesis mwo < mwg with a

recall = 0.95.

[Io| | workload median pairwise difference | p — value
1 26.67 0.0192
2 66.00 0.0073
3 40.83 0.0090
4 33.00 0.0083
5 49.99 0.0009
Table 3

For each Iy configuration, we performed the Mann-Whitney test, evaluating median pairwise difference and p—value to estimate the minimum
workload using both process: enriched and not-enriched. As for RQ1, the minimum recall is 0.95.

ble 3 reports the Iy size (column 1), the estimated dif-
ference of manual workload between the two processes
(column 2), and the p—value of Mann-Whitney test
(column 3). While we can observe that the enriched
process requires less workload for every size of I, we
can affirm it with p < 0.001 just when the size of I is
5.

5.3. Discussion

The results show that our approach actually reduces
the human workload to perform a SLR, while aiming
to maintain a high level of completeness. Indeed, by
limiting the recall to 95%, we adhere to the state of
the art in the automation of SLR field maintaining its
high quality. However, relying only on positive papers,
this approach introduces one more configuration step

for defining the threshold. The threshold can changes
according to the field of the SLR. In our test, we em-
pirically observed that the probability threshold is al-
most consistent in different test scenarios. For this rea-
son, we consider it as a baseline value for further re-
searches.

In addition, we observed that the enriched process
performs better than the variant without enrichment
(almost 2.5% when I is composed of 5 papers). There
are still two shortcomings: i) the extracted entities
from OpenCalais sometimes point to URIs which do
not adhere to the Linked Data principles, and/or do
not contain sameAs links to DBpedia resources. We
observe that the enrichment process fails in around
20% cases. The fallback strategy to rely on another in-
terlnking step using the named entity labels and lookup
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in DBpedia does not entirely fill the gap, mainly be-
cause it evaluates the label similarity between the tar-
get entity (extracted from OpenCalais) and the enti-
ties stored in DBpedia without considering the context
from which the name entity has been extracted (am-
biguity problem). 1i) a massive use of encyclopedic
sources can bias the content of the enriched paper, pe-
nalizing words which do not appear often in the linked
source but that are frequent in the initial document.

Differently from what we expected, the Iy config-
uration does not affect the recall. Indeed, our results
suggest that the number of papers in [j is not relevant.
Its composition in terms of which papers are used to
create it may play a more important role. For instance,
let’s consider an initialization of I, with papers that
are not strictly related or if they represent just a niche
of the research field, or if we select papers which are
completely out of argument and they represent differ-
ent meaning. While in the latter case, a wrong initial-
ization affects all process and requires the initial set,
in the former case the enrichment process enlarges
evading from the niche. Experiments show that subjec-
tive bias in the composition of [ is reduced when we
use the semantic enrichment approach. While we do
not have statistical evidence for that, I, size seems to
play a role on workload reduction.

6. Related Work

The automatic text classification applied to a sys-
tematic review is more challenging than the typical
classification task. This is basically due to the dynamic
nature of a SLR which is a supervised and iterative pro-
cess where the initial scope of the SLR often evolves
during the review process. Numerous research efforts
have been spent to reduce the human workload when
a SLR is performed. We focus on two different types
of studies: i) machine learning based, and ii) ontology
based.

Cohen et al. proposed a first attempt to reduce the
human workload in the SLR field [4]. They used the
automatic classification to discard not-interesting pa-
pers from a set of them in fifteen different medical sys-
tematic literature reviews, each one considering the va-
lidity of a particular drug. Their classification model
uses a reduced set of the features gathered from the pa-
per such as author name, journal name, journal refer-
ences, abstract, introduction and conclusion. The clas-
sification model is built using both positive and neg-
ative examples, where negative examples are selected

from the pool of papers which do not adhere to the
chosen SLR. Finally, this model is used to create a per-
ceptron modified vector for each feature in the feature
set. Negative examples bias the model. In order to limit
this phenomenon, they introduced a perceptron learn-
ing adjustment just evaluating the false negatives and
false positives, monitoring them according to the False
Negative Linear Rate (FNLR). A test article is classi-
fied by taking the scalar product of the document fea-
ture vector with the perceptron vector and comparing
the output values. Considering a recall of 95%, the re-
duction of workload ranges from 0% to 68% accord-
ing to the SLR they took under evaluation. Among
the findings, they suggested that automatic classifica-
tion may be useful to monitor regularly new relevant
journal issues in order to identify interesting primary
studies, easing the task to keep a SLR constantly up-
dated. According to this result, it is crucial to consider
the classification problem in the SLR field as a semi-
supervised approach in which a human being super-
vises the inclusion or exclusion of possible relevant
studies selected by the classifier. Another attempt to
reduce the human workload in selecting relevant pri-
mary studies was performed by [12]. They proposed an
approach mainly based on the Naive Bayes classifier
with some optimizations which are based on the Com-
plement Naive Bayes (CNB) [13]. The results they
achieved outperform what detailed in [4], but using a
different configuration parameters (they consider only
title and abstract for each document instead of the large
set of features considered by Cohen). Leveraging on
Natural Language Processing techniques (NLP), Co-
hen et al. tackle the problem of paper handling once
the review starts [3]. This is practically done to allow
the reviewer to first analyze the documents which are
labelled as potentially relevant documents, leaving at
the end the evaluation for the remaining ones. They
combined the approach of unigram and Medical Sub-
ject Headings (MeSH) to create the histogram of doc-
uments which potentially fits the scope of the review.
Ruttenberg et al. [16] proposed an hybrid approach
for automating scientific literature search by means of
data aggregation and text mining algorithm to make
easy the search process. The key point of their work
was to find a way to represent and share knowledge
learned by human beings reading relevant papers, by
means of an ontology. Through it, it was possible to
combine outcomes of each single document and to rep-
resent it into a graph, which is mapped to the ontol-
ogy. The first step of this process consists of identify-
ing the key phrases of the document (outcomes). Then,
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key phrases are used to link different concepts in the
graph. Following this process, concepts are linked to-
gether, obtaining a chain of relationships. This work is
usually made by human beings, who are experts of the
domain. Ideally, they are impartial but the authors as-
sessed that the graph mapping is strongly affected by
the expert subjectivity. Then, they proposed a mech-
anism based on text mining algorithms to be able to
navigate and cluster inferences. This work represents
the first attempt to introduce the concept of knowledge
representation in a SLR and, among the findings, they
stated that a pre-clustering and linking of documents
limit the human subjectivity improving the overall re-
sult.

7. Conclusion and Future Work

In this paper, we presented a semantic enrichment
recommendation of primary studies in a SLR. Resort-
ing on text mining techniques and semantic enrich-
ment, we improved the second step of the SLR pro-
cess in order to filter the set of possible studies a re-
searcher should read, automatically discarding the not
relevant papers. Our approach has two main advan-
tages: i) reduction of workload requested to classify
sources and ii) reduction of subjectivity in the over-
all process. We tested our approach using a real SLR
[9] which is used as ground truth. Keeping a recall of
95% (i.e. we expected to discard papers only when the
system is at least 95% sure that the paper is out the
scope) we gained a percentage of workload saved of
18% when I is composed of 5 papers. In addition,
we demonstrated that the enrichment process outper-
forms of 2.5% the basic classification process (i.e. the
process which takes into account only original docu-
ments) with an Iy composed of 5 papers. The auto-
matic recommendation process without enrichment is
used as baseline for validating the semantic enrichment
approach.

As future work, we have planned to improve sub-
stantially the classification step, using besides positive
examples also negative examples. We believe that us-
ing also negative examples the process may have a
more accurate value of the plausible probability if a
sample belongs to the interesting set. The first idea is
to use some of the papers not included in the SLR for
training negative examples. Although this may be in-
tuitive, we may address the problem of a short distance
from positives and negatives, due to the cross topics
which these papers may report. A further evaluation

of the distance among papers from different journal is-
sues may give a better idea about the use of negative
examples. Therefore a deep analysis of which studies
may be considered as negative is needed. In addition,
we have planned to extract one paper i at a time from
the set of relevant papers I, and use the remaining pa-
pers € I to train the classifier and then evaluate if it
recognizes 7 as similar to the others. In this way, the
classifier is used to give a “second opinion” on the se-
lection process, potentially reducing the number of re-
searchers necessary to undertake this step.

In the presented approach, we rely on the MNB clas-
sifier. It is considered as the baseline for text classifica-
tion, but its results are often comparable to the state of
the art in text classification (such as SVM and Markov
chain) [13]. We have planned to validate the use of the
semantic enrichment with state of the art classifiers in
order to understand also if we can improve the per-
formance of the entire process. The experiments ad-
dressed an important weakness in the named entity ex-
traction task. The disambiguation mechanism provided
by OpenCalais often links each information unit with
web resources in its authority domain and provides oc-
casionally sameAs link to other LOD datasets (basi-
cally DBpedia). We have planned to use NERD [15,14]
to have a better disambiguation process, leveraging on
the aggregation of several named entity extractors and
to perform an assessment on the costs, precision and
recall of the named entity extraction step. Finally, the
semantic enrichment mechanism has been validated
using one SLRs. We have planned to validate it also
using other SLRs especially coming from other field
of research.

We believe that our approach could be adopted by
scientific content providers such as journal portals, to
index sources and to automatic classify and cluster the
papers they publish. This approach may be used to pro-
pose a faceted view of sources queried by a user. The
challenge will be to compute this operation in real-time
for limiting human efforts.
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