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Abstract. With the continuous advancement of methods, tools, and techniques in ontology development, ontologies have 

emerged in various fields such as machine learning, robotics, biomedical informatics, agricultural informatics, crowdsourcing, 

database management, and the Internet of Things. Nevertheless, the nonexistence of a universally agreed methodology for 

specifying and evaluating the quality of an ontology hinders the success of ontology-based systems in such fields as the quality 

of each component is required for the overall quality of a system and in turn impacts the usability in use. Moreover, a number 

of anomalies in definitions of ontology quality concepts are visible, and in addition to that, the ontology quality assessment is 

limited only to a certain set of characteristics in practice even though some other significant characteristics have to be consid-

ered for the specified use-case. Thus, in this research, a comprehensive analysis was performed to uncover the existing contri-

butions specifically on ontology quality models, characteristics, and the associated measures of these characteristics. Conse-

quently, the characteristics identified through this review were classified with the associated aspects of the ontology evaluation 

space. Furthermore, the formalized definitions for each quality characteristic are provided through this study from the ontolog-

ical perspective based on the accepted theories and standards. Additionally, a thorough analysis of the extent to which the ex-

isting works have covered the quality evaluation aspects is presented and the areas further to be investigated are outlined. 
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1.  Introduction 

An ontology is a formal representation of the con-

cepts in a particular domain of knowledge and the 

relationships between those concepts [144]. More 

specifically, an ontology has been defined as “a for-

mal, explicit specification of a shared conceptualiza-

tion” in [126] by merging the two prominent defini-

tions of Gruber [144]: “ontology is an explicit speci-

fication of a conceptualization” and Borster [147]: 

“an ontology is a formal specification of a shared 

conceptualization”. The conceptualization denotes an 

abstract and simplified view of the world that consists 

of concepts that are expected in the world being rep-

resented, and relationships among them [136]. Thus, 

ontology has also been defined as a representational 

vocabulary [109,144]. A formal specification is ma-

chine-interpretability in a way that a machine can 

understand and process the specified conceptualiza-

tion. This would enable ontology to be used for sev-

eral purposes such as to make meaningful communi-

cation among their agents/users, facilitate interopera-



 

 

bility, knowledge sharing & reuse among subsystems 

and, to distinguish the domain knowledge from oper-

ational knowledge [109]. These can be viewed as 

capabilities of ontologies [99,109] and consequently, 

ontologies are increasingly incorporated into infor-

mation systems.  

However, the above capabilities would not be a re-

ality unless a good quality ontology is produced at 

the end of the development. This is because one trivi-

al internal quality issue would cause multiple quality 

issues in the end product which may result in a high 

cost of debugging and fixing the issues and in turn 

loss of consumers’ trust.  For instance, it has been 

revealed that the ontology-based system in the medi-

cine domain has caused a 55% loss of information 

due to one missing explicit definition in the ontology 

[12,13,22,26,120]. Thus, it is required to sufficiently 

evaluate both the quality of the content of the ontolo-

gy during the development, as well as, the ontology 

as a whole after the development [12]. This has been 

viewed as two aspects of ontology evaluation in 

[53,111,151] namely intrinsic and extrinsic that have 

been further discussed in Section 3.  Moreover, it has 

been revealed that the availability of a widely accept-

ed methodology or model, or approach for the quality 

evaluation of ontologies would be beneficial for pro-

ducing a quality ontology [111]. However, such a 

methodology, model, or approach has not yet been 

identified for ontology quality evaluation as the way 

it is in the other related fields such as system and 

software engineering. For instance, the availability of 

widely agreed quality standards in software engineer-

ing such as ISO/IEC 9126 [65], ISO/IEC 9241-11 

[63], ISO/IEC 25012 [62], ISO/IEC 25010 [64], and 

IEEE software quality standards [61] provide im-

mense support in developing good quality software. 

 

 

 

 

 

 

 

 

 

 

 

 

 
*The overall system quality requirements can further be used to determine the quality 

requirements for each system component separately. 

Fig. 1. The abstraction process of specifying quality requirements 

Since this article is on the ontology quality aspect, 

first we examine quality from the general perspective. 

Quality is referred to as the fitness of a product or 

service or information for the needs of the intended 

users in a specified context [69]. Basically, the quali-

ty of a system indicates how far the system caters to 

user needs with respect to a particular context. The 

context (i.e., the context of use) defines the actual 

conditions under which a product (i.e., soft-

ware/Information Systems (IS)) is used by intended 

users in performing a task (see Figure 1). The context 

not only considers the technical environment of the 

system but also the user type (i.e., attitude, literacy, 

experience), the physical and social environment, the 

available equipment and tasks to be performed 

[49,69].   

Quality characteristics are a set of properties that 

can be used to assess whether the intended user needs 

of a system or product are met. In software and sys-

tem engineering, there are a set of standards [63, 64, 

65] namely; ISO/IEC 2501n, ISO/IEC 2501n and 

ISO/IEC 2503n [64], which describe how the quality 

characteristics to be evaluated are identified with 

respect to the user needs of a system. According to 

the standards, the quality requirements, which can 

also be viewed as a set of quality characteristics, 

should be elicited from user needs at the requirement 

specification phase [21,107] (see Figure 1). To this 

end, a quality model plays a significant role that con-

sists of a proper set of quality characteristics and 

associated measures. The quality model provides a 

framework for determining characteristics in relation 

to user needs [49,62,64]. The identified quality char-

acteristics can be evaluated at the intrinsic and ex-

trinsic levels of a product using their respective 

measures. This evaluation helps to ensure that the 

required quality is being achieved across product 

development. Figure 1 shows the abstraction process 

of deriving the quality requirements and how a quali-

ty model supports that process. The significance of a 

quality model is further elaborated in Section 3 with 

an example. 

If we apply the process in Figure 1 to the ontology 

context, it is possible to define the user as a person 

who interacts with an ontology-based IS. Context of 

use is the user type (as stated above), the environ-

ments (social, physical, technical) that the users may 

involve and the task to be performed through the on-

tology. User needs are the set of requirements that 

are expected to be fulfilled by the ontology-based IS. 

Additionally, the quality requirements are a set of 

overall quality requirements* for the ontology-based 

IS elicited from the user needs in a particular context 
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of use. From these overall quality requirements, it is 

possible to derive the quality requirements related to 

the ontology in a system. Thereafter, the ontology 

quality requirements can be specified using quality 

characteristics with the support of an ontology quali-

ty model.  This concept further discusses in detail in 

Section 3 (see Figure 5). 

It can be understood that quality models play a 

significant role in determining the quality characteris-

tics of a system. When considering the ontological 

point of view, there are several quality models which 

have been proposed for ontology quality assessments. 

However, none of them is widely accepted in practice. 

This could be because some of the models such as the 

semiotic metric suit [3], the quality model of Gan-

gemi et al [7,10], and OQuaRE [6] are generic. Thus, 

it is required to additional efforts to customize and 

add absent characteristics which are significant to the 

specified context. Moreover, some of the quality 

models such as OntoQualitas [98] and the quality 

model of Zhu et al. [58] are specific to a domain (i.e., 

domain-dependent). Therefore, these models do not 

guarantee to work well for domains other than their 

specified domain. Consequently, the researchers and 

practitioners face the following difficulties. 

(i.) Difficulty in determining the required set of 

quality characteristics and, in turn, the relevant 

quality measures to achieve the specified 

quality requirements [111]. 

(ii.) Difficulty in differentiating the quality charac-

teristics and quality measures as their defini-

tions in the literature are vague and the termi-

nologies have been used interchangeably [127]. 

This also has a negative impact on (i.) above. 

(iii.) Inadequate knowledge in assessing the com-

plete set of quality characteristics applicable 

for an ontology since the ontology quality as-

sessment in practice has got limited only to a 

certain set of characteristics irrespective of 

many other characteristics which would be-

come applicable and have been theoretically 

proposed [5].  

Thus, there is in fact a requirement to perform a 

thorough analysis on the domain of ontology quality 

models and problems. As a result, a systematic re-

view was performed to streamline the findings of the 

existing quality problems and thereby produce a con-

ceptual quality model that is useful for researchers 

and practitioners to understand the characteristics, 

attributes, and measures to be considered in different 

aspects of ontology quality assessment. Moreover, in 

ontology development, ontology can be developed 

entirely from scratch or can be reused from the exist-

ing ontologies or a combination of both. However, 

ontology quality assessment is performed against the 

same set of requirements (i.e., characteristics) speci-

fied in a particular context regardless of whether the 

developed ontology is built from scratch or reused 

[52]. Thus, the conceptual model proposed in this 

study is helpful for assessing the quality of ontologies 

irrespective of how they are developed (i.e., from 

scratch and/or reused). Furthermore, when discussing 

the conceptual quality model, we focus on web on-

tologies which are built upon one of the standard web 

ontology languages such as RDF(S) [141] and differ-

ent variants of OWL [142]. However, some quality 

characteristics such as compliance, consistency, 

completeness and accuracy can also be associated 

with other ontology languages. Moreover, we do not 

distinguish between TBox (i.e., ontology structure) 

and ABox (i.e., knowledge base) when discussing the 

quality characteristics. The term ontology is used to 

refer to both TBox and ABox. 

The rest of the article is structured as follows; Sec-

tion 2 presents the survey methods that we have fol-

lowed. Section 3 provides preliminaries and concep-

tualization of ontology quality assessment to under-

stand the concepts that have been described in the 

rest of the sections. The overview of the existing on-

tology quality models is presented in Section 4. In 

Section 5, the quality characteristics, associated 

quality measures, and definitions for each quality 

characteristic are described. Section 6 provides a dis-

cussion of the findings of the survey. Finally, Section 

7 discusses the important gaps related to ontology 

quality models/approaches and Section 8 concludes 

the survey with highlights of future works. 

2. Survey methodology 

Firstly, a traditional theoretical review was per-

formed by retrieving the related ontology quality sur-

veys and the literature reviews, to explore the ontolo-

gy quality evaluation and then, to identify the possi-

ble quality models, including significant ontology 

quality characteristics and measures, and the relations 

among the characteristics. Few attempts have been 

carried out to present such contributions [20, 71, 74-

75,123]. However, we consider that they are not 

comprehensive surveys as they have not clearly de-

fined: the research gaps and questions that they have 

addressed and the survey methodology that they have 

followed. Furthermore, these surveys have provided 

only a general overview. Moreover, the discussions 

were limited to a set of characteristics proposed in 



 

 

[7,13,15,47,145]. In addition to that, few comprehen-

sive surveys on ontology evaluation have been identi-

fied (see Table 1) in which the main focus is on on-

tology evaluation in broader aspects, not specifically 

for ontology quality problems. 

 
Table 1 

The existing survey studies in ontology evaluation 

Article Description 

Vrandecic, 
2010 [47] 

Databases: Not specified  
Scope: ontologies specified in Web Ontology 

languages  

Results: Presented the overview of domain- and 
task-independent evaluation of an ontology by 

emphasizing the quality assessment related to the 

aspects: vocabulary, syntax, structure, semantics, 
representation, and context. 

Gurk et al, 

2017 [133] 

Databases: Three databases: ScienceDirect, 

IEEE Xplore Digital Library, ACM Digital Li-
brary (the selected articles have not been men-

tioned) 

Scope: ontologies specified in Web Ontology 
languages  

Results: Performed a survey to find the ontology 

quality metrics for a set of characteristics that are 
defined in ISO/IEC 25012 Data Quality Standard 

(This work is limited only to the inherent quality 

and inherent-system quality) 

Degbelo, 

2017 [5] 

Databases: Semantic Web Journal, Journal of 

Web Semantics (2003-2017) 

Scope: ontologies specified in Web Ontology 
languages  

Results: Performed the review on quality criteria 

and strategies which have been used in the design 
and implementation stages of ontology develop-

ment. Presented the gaps between theory and 

practice of ontology evaluation. 

McDaniel 
and Storey, 

2019 [96] 

Databases: Web of Science journals, approxi-
mately 170 articles 

Scope: ontologies specified in Web Ontology 

languages  
Results: Performed the review on the evaluation 

of domain ontology. Classified and discussed the 

existing ontology evaluation research studies 
under the five classes: Domain/Task fit, Error-

checking, Libraries, Metrics, and Modularization.  

 

We conducted the systematic review by following the 

methodologies described in [28,115] with the objec-

tive of addressing the issues (i, ii, and iii) stated in 

Section 1. Thus, the review includes a summarization 

of ontology quality problems and models: recognition 

of characteristics and measures. Eventually, the aim 

is to present a conceptual model that provides a basis 

for researchers to retrieve the quality characteristics 

upon the quality requirements. To achieve these ob-

jectives, the following research questions were de-

rived; 

− What ontology quality models are proposed for 

ontology quality assessment? 

− What quality problems are discussed in the pre-

vious approaches with respect to ontology quali-

ty? 

− What are the ontology quality characteristics and 

measures assessed in the previous approaches? 

Then, the search terms were identified based on the 

research questions such as quality, ontology, ontology 

quality, assessment, evaluation, approach, criteria, 

measures, metrics, attributes, characteristics, meth-

ods, and methodology, and trial searches were exe-

cuted using various combinations of the terms. 

Thereafter, the following combination was used to 

retrieve the relevant papers from the selected digital 

databases, journals, and search engines (see Figure 2). 

− [Ontology AND [Quality OR Evaluation OR 

Assessment]]  

− [[Ontology AND Quality] AND [Criteria OR 

Measures OR Metric OR Characteristics OR At-

tributes]] 

−  [Ontology AND Quality] AND [Models OR 

Approach OR Methodology]] 

These search combinations were performed accord-

ing to the instructions given in each digital database 

under the advanced search.  

 

 

 

Fig. 2. Main steps of the review process and number of articles 

retrieved 

The following inclusion and exclusion criteria were 

defined; to reduce the likelihood of publication bias, 

to select the recently discussed studies and to keep 

the sample size down to make the review easier to 



 

 

handle. Accordingly, the defined inclusion and exclu-

sion criteria were used to select the candidate studies 

at the screening and eligibility phases (see Figure 2), 

− Inclusion Criteria: Studies that are in English, 

published during the period (2010 – 2021), were 

peer-reviewed. Studies discussed ontology quali-

ty assessment, empirical or theoretical studies. 

− Exclusion Criteria: Studies published as a short 

paper (less than 6 pages), tutorial, poster, and 

report. Studies did not present a rigorous ap-

proach to achieve the defined quality assessment 

objectives. Studies do not directly relevant to the 

research questions. 

During the screening phase, the candidate studies 

were retrieved by performing a keyword search on 

titles and abstracts. Then, the duplicate studies were 

removed using the reference management tool (i.e., 

Mendeley). Thereafter, the abstracts were reviewed to 

filter the relevant studies. There are some cases 

wherein the abstract is vague and difficult to under-

stand the real contribution. In this case, the papers 

were forwarded to the second round for further re-

view of the introduction and conclusion as suggested 

in [115]. Altogether, 128 papers were forwarded for 

the full paper review. During this stage, forward and 

backward citations were searched and included the 

appropriate studies to report. It has been identified 

that some papers have two versions: journal and con-

ference entitled to the same authors. In such a situa-

tion, the journal paper was selected. Finally, thirty 

(30) papers mentioned in APPENDIX A were select-

ed for the reporting phase and they have been consid-

ered as the core papers in the survey. In addition to 

that, the milestone papers, which were captured 

through the backward citation searching (i.e., before 

2010), have also been taken into account for the dis-

cussions (see APPENDIX A).  

3. Preliminaries and conceptualization 

In the context of quality, a number of ad hoc defi-

nitions and inconsistent terminologies appear in the 

literature leading to terminology misapplications and 

misinterpretations [35]. Thereby, in this section, the 

concepts and the terms that are relevant to our discus-

sion are briefed to avoid miscommunication and thus 

to maintain consistency.  Additionally, the conceptu-

alization of ontology quality assessment is provided 

based on the existing theories and Table 2 presents a 

list of terms used in this article. 

 

Terminologies related to quality models. Quality 

models provide the basis for specifying quality re-

quirements and evaluating the quality of an entity 

(i.e., software, tools, ontology, part of the software) 

[62,64]. In software engineering, quality models are 

twofold, relational (i.e., non-hierarchical) and hierar-

chical [11]. The relational model presents the correla-

tion among the quality characteristics and this type of 

model has not been proposed for the ontology so far 

in the existing works. Only, the hierarchical models 

can be found which have usually four levels (see Fig-

ure 3). The top-level (i.e., the first level) consists of a 

set of characteristics that are further decomposed into 

sub-characteristics at the next level (i.e., the second 

level). The third level would consist of associated 

attributes of characteristics/sub-characteristics. These 

attributes have measures, which lay at the bottom 

level (i.e., the fourth level), that can be used to assess 

the entity either quantitively or qualitatively. Thus; 

Characteristics (i.e., Criteria): describe a set of at-

tributes. An attribute is a measurable physical or ab-

stract property of an entity [29]. In the ontology qual-

ity context, an entity can be a set of concepts, proper-

ties, or an ontology [42].  

Measure (i.e., metrics): describes an attribute for-

mally and assesses them either quantitively or quali-

tatively [146].  

 

several attributes   
 

 

 

 

 

 

 

 

Fig. 3. Association between Characteristics, Attributes, and 

Measures 

There are no definite requirements to have sub-

characteristics for each characteristic or else charac-

teristics/sub-characteristics should have attributes. 

Thereby, a characteristic can directly be related to 

measures without a set of attributes (see Figure 3). 

Moreover, the same attributes/measures can be used 

to assess many characteristics. This has been further 

illustrated in Figure 4 with the selected ontology 

characteristics. For instance, complexity, which is one 

of the ontology characteristics, describes the proper-

ties of the ontology structure (i.e., taxonomy, non-

taxonomy) [7,10,44,47]. It is associated with several 

Characteristics 

Sub-characteristics 

Attributes 

Measures 



 

 

attributes such as size (A1), depth (A2), breadth (A3), 

fan-outness (A4) and density (A5) of an ontology [8] 

and each attribute has a set of measures. If the size 

attribute is considered, the related measures are the 

number of classes (M1), the number of relations (M2), 

and the number of instances (M3). Thus, the associat-

ed levels of complexity related to quality models are 

<characteristics, attributes, measures>.  

 

 

 

 

 

 

 

 

 

Fig. 4. An example for a simple quality model 

Moreover, the measures of the attributes: size, depth, 

breadth, and fan-outness have also been used to as-

sess the cohesion (A6) attribute of the modularity 

characteristic [60,139].  

If we consider the consistency characteristic of an 

ontology, it can be further derived into two sub-

characteristics namely, internal consistency (SC1) 

and external consistency (SC2) [15,60]. Internal con-

sistency contains direct measures such as circularity 

errors (M4), the number of multi-parent classes (M5), 

and the number of misused disjointness (M6) [12,15]. 

Thus, with respect to that scenario, the associated 

levels in the quality model are <characteristics, sub-

characteristics, measures>. However, external con-

sistency can be measured through attributes inter-

pretability (A7), clarity (A8), and precision (A9) 

[81,96]. Each attribute has a set of measures that have 

been presented in Table 8. Thus, it covers levels 

<characteristics, sub-characteristics, attributes, 

measures>. 

Moreover, sub-characteristics also can be further 

derived into another set of sub-characteristics also 

called primitive characteristics [25] as the way it is in 

OQuaRE [6]. Additionally, it can be observed that 

some of the quality models consist of another higher 

level called dimensions or factors on top of the char-

acteristics-level. It has been proposed to classify the 

characteristics/attributes which are related to similar 

aspects of the ontology. For instance, the quality 

model of Gangemi et al. [7,10] contains three dimen-

sions namely; structural, functional and usability-

related. Similarly, the quality model of Zhu et al. [60] 

has classified the characteristics under the content, 

presentation, and usage dimensions. However, there 

is no clear definition is given for the dimension in 

literature, thus, the term: dimension has been used 

interchangeably to define the term characteristics. For 

instance, in [23,128], the term: dimension is used to 

define characteristics. However, in our study, we use 

the terms in the order: dimensions, characteristics, 

sub-characteristics, attributes, and measures to de-

scribe the structure of a quality model whenever it is 

necessary.  

Ontology layers (i.e., levels). The researchers have 

discussed the ontology quality layer-wise, or level-

wise by concerning an ontology as a multi-layered 

vocabulary [13,47,67,74-75]. Initially, three layers to 

be focused on have been proposed in [13], namely: 

content, syntactic & lexicon, and architecture. Later, 

this was expanded by including the layers: hierar-

chical and context [47,67]. The syntactic layer con-

siders the properties related to the language that is 

used to represent the ontology formally [13,67]. The 

hierarchy or taxonomy layer focuses on the properties 

related to the taxonomic structure (i.e., is-a relation-

ship) of ontologies [67]. A number of measures have 

been defined related to the taxonomy layer 

[7,8,44,88,143]. These measures are often useful to 

observe the extent to which the concepts in an ontol-

ogy are spread out in relation to the root concept of 

that ontology [44, 88] and to track the evolution of 

ontologies easily [47]. The authors in [44,88] have 

shown that taxonomic measures such as maximum 

depth/breadth, average depth and depth/breadth var-

iance are good predictors of ontology reliability. The 

architectural layer is known as the structural or de-

sign layer in [67,74]. It considers whether an ontolo-

gy is modeled based on the pre-defined design prin-

ciples and criteria [13,67]. The lexicon layer is also 

named as vocabulary or data layer [47,67], which 

takes into account the vocabulary that is used to de-

scribe concepts, properties, instances, and facts. The 

non-hierarchical relationships and semantic elements 

are considered under the semantic layer. To evaluate 

the vocabulary, architecture and semantic layers, 

some understanding of domain knowledge is required. 

The context layer concerns the application scope that 

the ontology is built for. Mainly, it determines 

whether the ontology satisfies the application re-

quirements as a component of an information system 

or a part of a collection of ontologies [67]. We have 

performed a separate analysis on the ontology evalua-

tion layers and their relationship between the evalua-

tion approaches (i.e., methods): task-based, human-

based, data-driven, and golden-based, which can be 

found in [127] for more detail. 
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Ontology development methodologies and design 

patterns. Ontology methodologies and design pat-

terns and principles provide guidelines for knowledge 

modeling and representation paving the path for ac-

curate knowledge capturing and defining. This ena-

bles ontology developers to achieve the quality char-

acteristics emphasized in this study such as compli-

ance, consistency, completeness, and conciseness.  

Due to this reason, it is necessary to explore the de-

velopment methodologies, design patterns and prin-

ciples. However, discussing them in detail is out of 

the scope of this paper. 

There are several methodologies introduced for on-

tology development such as Cyc [41], Uschold and 

King’s method [100], TOVE [90], METHONTOL-

OGY [14], SENSUS [34], On-To-Knowledge [137] 

and DILIGENT [58]. Among them, only Uschold and 

King’s method, TOVE and On-To-Knowledge have 

discussed ontology evaluation as a phase to be per-

formed after the development of the entire ontology. 

The METHONTOLOGY mechanism performs the 

evaluation at every phase of ontology development. 

However, none of these methodologies have neither 

described nor revealed the ontology evaluation meth-

ods in detail [110,78]. More details of the comparison 

of these methodologies can be found in [79,103,110]. 

In addition to that, agile ontology development meth-

odologies have been introduced by adopting agile 

principles and practices in software engineering. 

These include methodologies such as SAMOD [135], 

XD [50,51], AMOD [4] and CD-OAM framework 

[19]. Out of these, only SAMOD and XD discussed 

the evaluation (i.e., model test, data test, unit test) of 

ontologies at least in a nutshell. The significance of 

XD (i.e., eXtreme Design with Content Ontology 

Design Patterns) is the use of ontology content design 

patterns to construct ontologies that instinctively sup-

port to prevent of making common modeling mis-

takes. This, in turn, directs ontologists to construct a 

quality ontology, particularly assisting inexperienced 

ontologists [50]. 

Ontology Design Patterns (ODPs) are reusable 

modeling solutions to recurrent ontology design prob-

lems [9]. Several groups have proposed a set of de-

sign patterns. For instance, the authors in [87] have 

proposed seventeen ODPs in relation to the biological 

knowledge domain. They have classified ODPs into 

three groups namely (i.) extension ODPs which pro-

vide solutions to bypass the limitations of OWL such 

as n-ary relations, (ii.) good practice ODPs which 

support to construct of robust and cleaner design (iii.) 

domain modeling ODPs which provide solutions for 

concrete modeling problems in biology [87]. Moreo-

ver, the semantic web best practices and deployment 

working group has introduced ODPs which include 

n-ary relations, classes as property values, value par-

titions/sets, and simple part-whole relations. In addi-

tion to that, the group ontologydesignpatterns.org 

suggests more than two hundred patterns and princi-

ples which have been categorized into six families 

namely; content ODPs, structural ODPs, correspond-

ence ODPs, reasoning ODPs, presentation ODPs and 

lexico-syntactic ODPs [18]. The reuse of the patterns 

and principles can be determined at the ontology de-

sign phase with respect to the requirements of the 

ontology development and it makes ontology model-

ing faster [52,119]. To this end, the authors in 

[50,119] have shown through experiments that pat-

tern-based ontology development avoids making 

common modeling mistakes. This in turn improves 

the quality and usability of ontologies. 

Furthermore, OntoClean has proposed a set of 

principles (i.e., rules) that helps to identify problem-

atic modeling choices associated with taxonomy rela-

tionships [108]. Mainly, the rules of OntoClean have 

been constructed upon a set of metaproperties related 

to taxonomy namely; identity, unity, dependence, 

essence and rigidity. By embedding these principles, 

an ontology-driven conceptual modeling language 

has been proposed namely OntoUML [1,113,119]. 

Moreover, OntoUML provides a set of design pat-

terns that accelerate ontology modeling. In addition 

to that, it describes a set of anti-patterns to be avoided 

in modeling ontologies. 

 

Ontology evaluation space. An ontology-based in-

formation system usually consists of many compo-

nents. The quality of each component of the system 

would influence the overall quality and in turn usabil-

ity of the system which is often critical for business 

success [107,148]. As explained in Section 1, the 

quality requirements which are to be achieved 

through a system or each system component should 

be traced from user needs also known as business 

requirements (see Figure 1). Specification of quality 

requirements can be viewed as a connected flow 

starting from user needs to the internal quality of a 

system. For instance, quality requirements can be 

elicited from user needs and they can also be defined 

as a set of quality requirements to be achieved by a 

system when it is in use. This is also defined as quali-

ty in use (see Figure 5) [62,107]. Then, this set of 

quality requirements can be used to determine the 

external quality requirements of each component of a 

system, accordingly, determines the internal quality 

requirements. These quality requirements (i.e., Inter-



 

 

nal/External) can also be expressed as a set of char-

acteristics with associated measures. For that, a qual-

ity model can be used that provides a framework for 

determining characteristics/sub-characteristics in re-

lation to the quality requirements. Then, these char-

acteristics/sub-characteristics can be evaluated using 

the relevant measures to ensure whether the desired 

quality in each stage is achieved (see Figure 5).  

For an ontology-based system, ontology quality 

requirements also need to be distinctly identified 

from the overall quality requirements of the system 

[21]. Based on that, the external and internal quality 

requirements to be achieved from the ontology can be 

derived. The external and internal quality have been 

discussed as extrinsic and intrinsic evaluation aspects 

of ontologies in [53,111]. Figure 5 presents the flow 

of specifying the ontology quality requirements with 

the associated evaluation aspects when an ontology is 

a component of a system [131]. It should be noted 

that the quality requirements related to the other 

software and hardware components of the ontology-

based system have not been presented in Figure 5. 

 

Fig. 5. Conceptualization of ontology quality evaluation [131]

The extrinsic evaluation considers quality under 

two aspects namely domain extrinsic and application 

extrinsic. The ontology quality requirements elicited 

from the user needs can be separated under these 

aspects [21,102]. For instance, quality requirements 

associated with domain knowledge are considered 

under the domain extrinsic aspect. On the other hand, 

ontology quality requirements that are specifically 

needed by the system that the ontology is deployed 

are considered under the application extrinsic aspect 

[53,111]. Moreover, the application extrinsic re-

quirements are independent of the domain knowledge. 

In performing a quality evaluation under these as-

pects, an ontology is taken into account as a compo-

nent of a system. Traditionally this evaluation is 

called “black-box” or “Task-based” testing [53,72] as 

the quality assessment being performed without peer-

ing into the ontology structure and content. Further-

more, this extrinsic evaluation has been defined as 

ontology validation in [136]. Accordingly, ontology 

is assessed to confirm whether the right ontology was 

built [47,136], mainly this is performed with the in-

volvement of users and domain experts (see Figure 5). 

Moreover, this has also been considered as the con-

text-layer evaluation in [47, 67]. 

The intrinsic evaluation focuses on the ontology 

content and structural quality to be achieved in rela-

tion to the extrinsic quality requirements. To this 

point, ontology is considered as an isolated compo-

nent separated from the system. At this stage, ontolo-

gy quality can be evaluated under two aspects: do-

main intrinsic and structural intrinsic [53], mainly 

performed by ontology developers. In the structural 

intrinsic aspect, the focus is given to the syntactic and 



 

 

structural requirements (i.e., syntactic, structural, 

architectural layers) which involve the specified con-

ceptualization such as language compliance, concep-

tual complexity, and logical consistency. In the do-

main intrinsic aspect, ontology quality is evaluated 

with reference to the domain knowledge that is re-

quired for the intended needs of users [53]. Thus, 

ontology developers need to get the assistance of do-

main experts to evaluate this aspect. Moreover, the 

semantic, vocabulary and architectural layers of on-

tologies are evaluated under this aspect. Furthermore, 

the quality evaluation performed under the structural 

and domain intrinsic aspects are similar to the para-

digm of “white-box” testing in software engineering 

[72]. Thus, from the intrinsic aspects, verification is 

being done to ensure whether the ontology is built in 

the right way [47,136].  

The quality requirements identified under each as-

pect of the ontology evaluation space can be associat-

ed with the corresponding set of characteristics to-

gether with measures. Then, those characteristics can 

be measured in order to ensure whether the defined 

quality requirements are being achieved through on-

tology development. In the following section, we 

illustrate how the quality characteristics can be de-

rived in relation to an ontology requirement using a 

use case in agriculture.  

 

Use Case. We considered an ontology-based decision 

support system that provides pest and disease man-

agement knowledge for farmers. For simplicity, we 

assumed that ontology quality requirements have 

already been elicited from user needs and as such 

consider that the requirement specified below is the 

key quality requirement of the system.  

− The ontology should provide correct pest and 

disease knowledge for user queries requested 

through the system. 

From the extrinsic aspect of the ontology, the men-

tioned quality requirement is associated with domain 

knowledge in agriculture. Thus, it is a domain extrin-

sic quality requirement and it discusses the accuracy 

of knowledge to be provided through the ontology. 

At this stage, the accuracy of the knowledge can be 

observed in terms of the accuracy of answers given 

for the competency questions [77]. Moreover, accu-

racy should be evaluated with the assistance of do-

main experts and users. With respect to the identified 

extrinsic quality requirement, it is required to define 

what set of characteristics should be met from the 

intrinsic aspect. For that, we need to utilize tech-

niques such as ROMEO [77] and GQM [146] that 

support deriving the intrinsic quality requirements 

from the higher-level (i.e., extrinsic) quality require-

ments. By adopting the ROMEO methodology [77], 

the following questions are formulated to derive the 

intrinsic quality requirements. For instance, to pro-

vide accurate pest and disease knowledge for farmers, 

domain knowledge should be correctly modeled for 

an ontology. For that, all required axioms1 with re-

gard to pest and disease management should be cor-

rectly defined in the ontology. Accordingly, the ques-

tion: Q1 can be derived. In addition to that, the ontol-

ogy should be free from internal contradiction to rea-

son and produce the correct knowledge. Thus, the 

question: Q2 also can be derived with respect to the 

defined extrinsic ontology requirements. It is note-

worthy that we have not described all the steps fol-

lowed under the ROMEO methodology and only the 

derived questions are highlighted. However, an inter-

ested reader may refer to the article [77, 131].  

− Q1: Does the ontology capture the axioms cor-

rectly to represent knowledge in pest and disease 

management? 

− Q2:  Is the ontology free from internal contradic-

tion? 

Based on the derived questions in relation to the ex-

trinsic quality requirement, it is required to identify 

the associated characteristics and the relevant 

measures to be evaluated. In this situation, ontology 

quality models play a key role that supports identify-

ing the corresponding characteristic/sub-

characteristic in relation to the derived questions. 

However, there is no such a well-formed quality 

model for ontologies as highlighted in Section 1. 

Thus, to this end, we determined the characteristics 

based on the literature survey. For instance, Q1 dis-

cusses external consistency as it considers whether 

the defined axioms are consistent with the domain 

knowledge. Q2 discusses internal consistency as it 

considers whether there are any internal contradic-

tions within the ontology definitions. After identify-

ing the characteristics, the relevant measures to be 

evaluated through ontology development should be 

identified. This process would be easier if a well-

formed quality model is available. For the use case 

that we have considered, external consistency can be 

evaluated using the measure of precision, as ex-

plained in [77], which provides a ratio between the 

 
1 The term "axiom" is used in this article to denote to Declara-

tion | ClassAxiom | ObjectPropertyAxiom | DataPropertyAxiom | 
DatatypeDefinition | Assertion | AnnotationAxiom AND sub axi-

oms come under each of these axioms. Example: OWL 

https://www.w3.org/TR/owl2-syntax/#Axioms 



 

 

correctly defined axioms (Oi) and the total axioms 

defined in the ontology (Oa). The correct-

ness/consistency of axioms (Oi) can be determined 

against a frame of reference (Fa) such as a valid cor-

pus or the standard ontology [77]. Precision values 

can range from zero (0) to one (1). If the value of 

precision is zero (0) then it implies that the particular 

ontology has not correctly captured any of the axioms 

defined in the frame of reference. If the value of pre-

cision is 0.6 then it implies that the ontology has cor-

rectly captured 60% of the axioms with respect to the 

frame of reference.  

 
Table 2  

Related Terms and Definitions  

Term Definition 

Quality model Describes a set of characteristics and the rela-

tionships between them, also provides the basis 

for specifying quality requirements and evalu-
ating the quality of an entity [62,64] 

Context of use users, tasks, equipment (hardware, software 

and materials), and the physical and social 
environments in which a product is used 

[62,64] 

Quality in use  The degree to which a product or system can 

be used by specific users to meet their needs to 
achieve specific goals with effectiveness, effi-

ciency, freedom from risk and satisfaction in 

specific contexts of use [62,64] 

Semiotics The field of study of signs and their representa-

tions [82] 

Design patterns Reusable modeling solutions to recurrent on-

tology design problems [9] 

Anti-pattern  Domain-related ontological misrepresentations 

[119] 

Pitfalls Potential errors, modeling flaws, and missing 

good practices in ontology development [97] 

Lawfulness Correctness of syntactic rules of the ontology 

profile [3, 85] 

Language Rich-

ness 

The amount of ontology-related syntax features 

used [3] 

Interpretability Meaningfulness of terms [3] 

Clarity Comprehensibility of the term label [3,85] 

Cohesion The degree to which the elements of a module 

belong together [96]  

Coupling The degree of relatedness between ontology 
modules [134] 

Tangledness  The multi-hierarchical nodes of a graph (i.e., a 

class with several parent classes) [8] 

 

If the value of precision is one (01) then it implies 

that the particular ontology has correctly captured all 

axioms with respect to the considered frame of refer-

ence. Meantime, it can be stated that the particular 

ontology has correctly represented the relevant 

knowledge of the domain. 

Moreover, internal consistency can be assessed by 

observing the number of logical inconsistencies with 

the support of a reasoner. In addition to that, the 

measures such as the number of circularity errors, the 

number of subclass partitions with common classes 

and the number of partitions with common instances 

can be observed (see Table 7). These measures are 

considered as a set of pitfalls that could lead to wrong 

inference [15, 97,98] and they can be detected using 

the tool OOPS! [97].  

In this way, for the rest of the ontology quality re-

quirements, the relevant ontology characteristics can 

be determined with the support of a quality model. 

This use case is further explained in the article [131] 

to illustrate how the other ontology characteristics 

(i.e., coverage, comprehensibility) and their measures 

are derived for the ontology requirements. These 

characteristics can then be measured through ontolo-

gy development to ensure that the ontology being 

modeled is of good quality. 

4. Ontology quality models 

4.1. Quality models in software engineering  

It is worthwhile to analyze the related contribution 

in neighboring research fields that support identifying 

established theories and practices relevant to our 

study. Moreover, the related theories and practices 

can be reused or adopted rather than developing the 

theories and practices from scratch. Therefore, the 

quality models in the software engineering field were 

explored. Many well-accepted quality models are 

available in software engineering such as McCall's 

quality model [68], Boehm's quality model [25], 

Garvin’s quality model [43], the data quality model: 

ISO/IEC 25012[62], and the ISO 9126 quality model 

[65] (see Table 3). 

McCall's quality model [68] has proposed eleven 

quality factors (i.e., can also be considered as dimen-

sions) from the product perspectives which further 

have been divided into a set of characteristics and 

measures. Thus, it provides a hierarchal model con-

taining three levels. Boehm's quality model is a hier-

archical model that is similar to McCall’s model. 

However, it provides a broader range of characteris-

tics without defining the measures (see Table 3). The 

top level of Boehm's quality model contains the char-

acteristics: As-is utility, Maintainability, and Porta-

bility. Based on that, the intermediate and low levels 

describe the related sub-characteristics and primitive 

characteristics respectively.  

Garvin’s quality model has described eight quality 

dimensions (i.e., factors) specifically for product 



 

 

quality that can be adapted to software engineering. 

Moreover, the dimensions have been defined at the 

abstract level, and some of them are subjective, thus 

it is difficult to measure. 

The data quality model ISO/IEC 25012 has de-

fined fifteen characteristics that have to be taken into 

account when assessing the quality of data of prod-

ucts [62]. The characteristics further have been cate-

gorized into two types namely inherent data quality 

and system-dependent data quality. The inherent data 

quality describes the characteristics of data such as 

accuracy, completeness, consistency, credibility, and 

currentness which have the intrinsic potential to satis-

fy stated and implied needs. The rest of the character-

istics such as accessibility, compliance, confidentiali-

ty, efficiency, precision, traceability, understandabil-

ity, availability, portability, and recoverability, come 

under the system-dependent data quality that must be 

preserved within a computer system when data is 

used under specified conditions. 

 
Table 3  

Comparison of software quality model 

Model Levels and Characteristics 

McCall's 

quality 
model 

[68] 

Levels: factor, characteristics, measures 

Characteristics: correctness, reliability, efficiency, 
integrity, usability, maintainability, testability, flexi-

bility, portability, reusability and interoperability 

Boehm's 
quality 

model 

[25] 

Levels: primary, intermediate, primitive 
Characteristics (intermediate): portability, reliabil-

ity, Efficiency, usability (Human Engineering), 

testability, understandability and modifiability 

Garvin’s 
quality 

model 

[43] 

Level: product quality characteristics 
Characteristics: performance, features, reliability, 

conformance, durability, serviceability, aesthetics, 

and perceived quality 

ISO/IEC 

25012 

[62] 

Levels: inherent data and system-dependent data 

quality characteristics 

Characteristics: accuracy, completeness, consisten-
cy, credibility, currentness, accessibility, compli-

ance, confidentiality, efficiency, precision, traceabil-

ity, understandability, availability, portability and 
recoverability 

ISO/IEC 

25010 

[65] 

Levels: Factors (Quality in use, external quality, 

internal quality), characteristics, sub-characteristics 

and measures 
Characteristics: functional suitability, performance 

efficiency, compatibility, usability, security, main-
tainability, portability, effectiveness in use, efficien-

cy in use, satisfaction, free from risk, context cover-

age 

 

ISO 9126 model (ISO/IEC 9126:1991) is a widely 

accepted software product quality model that was 

produced in 1991 by the International Organization 

for Standardization (ISO). Later, it has been extended 

as ISO/IEC 9126-1:2001 which includes four parts:  

− Part 1: Quality model 

− Part 2: External Measures 

− Part 3: Internal Measures 

− Part 4: Quality in use Measures 

Part 1: the quality model comprises with six char-

acteristics related to internal and external software 

product quality which have further been decomposed 

into sub-characteristics. The measures of each char-

acteristic/sub-characteristic have been defined under 

Parts: 2, 3, and 4 of the standard.  

Furthermore, SQuaRE: ISO/IEC 25010 (Systems 

and software Quality Requirements and Evaluation): 

has been introduced by redesigning the ISO 9126 

model with the ISO 14598 series of standards. The 

reason for redesigning the ISO 9126 model is that it 

contains issues as a result of the advancement of in-

formation technologies and the changes in its envi-

ronment [65]. SQuaRE comprises the same set of 

characteristics that were defined in ISO 9126 with 

several amendments as described in [65].  

 

From the ontological perspective, there are no 

agreed quality models as the way it is in software 

engineering. However, significant contributions have 

been made to the field and some quality models have 

been developed by adopting theories in software en-

gineering. For instance, OQuaRE [6] and SemQuaRE 

[54] are quality models related to ontologies, con-

structed upon the theories described in system and 

software standards: SQuaRE-ISO/IEC 25010 [65].   

Additionally, we realized that the findings of our sur-

vey can be classified as the way it has been done for 

data quality in ISO/IEC 25012. Moreover, it has been 

identified that some of the characteristics of the data 

quality model such as credibility, timeliness, recover-

ability and availability can be adopted for the ontolo-

gy quality. This has been further discussed in Section 

5. The subsequent section discusses the existing qual-

ity models for ontologies. 

4.2. Quality models for ontologies 

Initially, a framework has been proposed in [13] to 

verify that developers are building a correct ontology. 

The proposed framework consists of a set of charac-

teristics namely soundness, correctness, consistency, 

completeness, conciseness, expandability, and sensi-

tiveness, which have been adopted in later research 

works and developments [47,77,96,98]. Thereafter, 

significant methods [99,108-109] and tools such as 

OntoTrack [105], OntoClean [108], OntoQA [139], 

OntoMetric [30], SWOOP [105] have been proposed 



 

 

enabling quality assessment with several sets of char-

acteristics mainly focusing on the intrinsic aspect. 

Afterward, several attempts have been taken to pro-

vide a generalized quality model, significantly, the 

semiotic metric suit [3], the quality model of Gan-

gemi [7,10], and OQuaRE [6].   

 

 Semiotic metric suite [3]: Semiotic theory [125] 

has been taken as the foundation for this model. Ac-

cording to [125], the semiotic theory is “the study of 

the interpretations of signs and norms” and it defines 

six levels namely syntactic, semantic, pragmatic, so-

cial, physical, and empiric. The semiotic metric suite 

has been developed by classifying a set of ontology 

quality attributes under the aforementioned levels, 

excluding physical and empiric levels. These aspects 

can also be considered as quality dimensions, which 

are as follows. 

− Syntactic: Lawfulness, Richness  

− Semantic: Interpretability, Consistency, Clarity 

− Pragmatic: Comprehensiveness, Accuracy, 

Relevancy 

− Social: Authority, History 

Even though the authors have mentioned that this 

model has been constructed solely by focusing on the 

intrinsic aspect, the attributes: accuracy, relevancy, 

and all attributes in the social dimension take on an 

extrinsic nature. To the reason that, under the prag-

matic and social levels, the ontology is assessed as a 

whole and measures are evaluated with reference to 

the domain experts’ knowledge [85], and external 

documents: usage logs, page ranking, details of ex-

ternal links with other ontologies [96]. Accordingly, 

it can be understood that the semiotic metric suite 

provides a set of quality attributes related to both 

intrinsic and extrinsic aspects of an ontology. 

The quality model of Gangemi et al [7,10]: by 

considering an ontology as a semiotic object “includ-

ing graph objects, formal semantic spaces, conceptu-

alizations, and annotation profiles”, the three main 

dimensions: structural, functional, and usability-

related have been proposed. The structural dimen-

sion consists of thirty-two measures related to the 

topological, logical, and meta-logical characteristics 

of an ontology [8]. Primarily, it covers syntactic and 

formal semantics. Under the functional dimension, 

the possible attributes: precision, recall (i.e., cover-

age), and accuracy have been proposed to assess the 

conceptualization specified by the ontology with re-

spect to the intended use. The measures of the usabil-

ity-related dimension focus on the metadata (i.e., 

annotations) about the ontology and the elements 

related to the communication context. To this end, the 

attributes: presence, amount, completeness, and reli-

ability have been described under three levels: recog-

nition annotation, efficiency annotation, and interfac-

ing annotation by Gangemi et al [7,10]. 

OQuaRE [6]: By adopting the standard SQuaRE 

(ISO/IEC 25000:2005) [64], the OQuaRE quality 

model has been proposed to evaluate ontology quality. 

It comprises the same set of characteristics defined in 

the standard ISO/IEC 25000:2005 such as functional 

adequacy, reliability, operability, maintainability, 

compatibility, and transferability. In addition to that, 

the structural characteristic has been included in the 

model to assess the inherent topological characteris-

tics of an ontology. Furthermore, these characteristics 

have been decomposed into several sub-

characteristics considering the ontological point of 

view including a set of associated measures which are 

available online2.  

Based on our survey, it has been recognized that 

OQuaRE [6] has not considered the semantic features 

of an ontology such as coherency and coverage of the 

domain knowledge. These features are essential for 

ontologies to process meaningful interpretations. In 

addition to that, the authors in [47,60,98] have high-

lighted the issues related to OQuaRE. They have stat-

ed that the proposed sub-characteristics are subjective 

and are difficult to be applied in practice. Conse-

quently, OQuaRE [6] has not appeared in the later 

research. However, noticeable studies are available 

related to the other two models: semiotic metric suit 

[3] and the quality model of Gangemi et al [7,10]. 

OntoKeeper [85] and DoORS [95] are semiotic-

metric-suite-driven initiatives. For instance, On-

toKeeper has automated the semiotic metric suite by 

taking into account the intrinsic aspect of an ontology. 

DoORS is a web-based tool for evaluating and rank-

ing ontologies. It has been developed by extending 

the semiotic metric suite [3] with a set of additional 

characteristics: structure, precision (i.e., instead of 

clarity), adaptability, ease of use, and recognition. 

The quality model of Gangemi et al. [7,10] has 

been adopted in multiple studies [47,97,121,143]. 

OOPS! [97] has used that model to classify the pro-

posed common pitfalls which can occur during ontol-

ogy development. Furthermore, OOPS! has extended 

the dimensions to another level as presented in Table 

4. The authors in [143] have used the structural 

measures defined in the model of Gangemi et al. 

[7,10] to evaluate the cognitive ergonomics of an 

ontology. Moreover, a theoretical model proposed in 

 
2 http://miuras.inf.um.es/evaluation/oquare/Metrics.html 



 

 

[47] contains eight characteristics: Accuracy, Adapt-

ability, Clarity, Completeness, Computational effi-

ciency, Conciseness, Consistency, and Organization-

al fitness, which have been derived through literature 

reviews including the set of characteristics proposed 

in Gangemi et al.’s list [7,10]. The quality model 

proposed in the ONTO-EVOAL approach has been 

constructed mainly based on Gangemi et al.’s model 

that contains two dimensions: content and usage with 

six characteristics (see Table 4) [121]. 

In addition to that, few efforts have been made in 

designing quality models for a specific purpose 

namely; OntoQualitas [98], the quality model for 

semantic descriptions of web services [60], and 

SemQuaRE [54]. OntoQualitas provides a set of 

characteristics and related measures to evaluate the 

quality of ontologies which are built upon the pur-

pose of exchanging information between heterogene-

ous systems. The ROMEO methodology [77] is the 

basis that OntoQualitas follows to derive the 

measures relating to the quality characteristics. The 

applicability of the characteristics in OntoQualitas to 

the intended context was empirically evaluated. Fo-

cusing on the context of semantic descriptions of web 

services, the authors in [60] have presented a quality 

model which comprises four levels namely: aspects, 

attributes, factors, and metrics (see Table 4). These 

levels can be considered as dimensions, characteris-

tics, sub-characteristics/attributes, and measures 

respectively as per our definitions in Section 3. 

SemQuaRE [54] quality model has not specifically 

been defined for ontologies. However, it is for as-

sessing the quality of semantic technologies. For in-

stance, ontology engineering tools, Ontology match-

ing tools, Reasoning systems, Semantic search tools, 

and Semantic web services.  

Notably, there are two strategies that have been 

followed in constructing models for software quality 

[122] namely; the top-down approach and the bot-

tom-up approach. The top-down approach starts to 

construct the model from the characteristics and then 

decomposes them into other levels which contain 

sub-characteristics and attributes respectively. Finally, 

the corresponding measures for each characteris-

tic/attribute are identified. In contrast to that, the bot-

tom-up approach first observes the related measures 

which have been defined in the existing studies and 

classifies them until reaching the top-level character-

istics. [122]. When considering the discussed models 

related to ontologies, only SemQuaRE [54] model 

has been constructed following the bottom-up ap-

proach. All the other models [3,6,7,60,95,97,98,121] 

have followed the top-down approach, in which, the 

characteristics related to ontologies were first deter-

mined, and from that, the possible sub-

characteristics/attributes and measures were derived. 

The quality models for ontologies that we have ex-

plored through the survey are summarized in Table 4.  

All of them are hierarchical quality models having 

the structure: <characteristics, sub-characteristics, 

attributes, measures> and there is no significant work 

identified on constructing a non-hierarchical (i.e., 

relational) quality model that shows the correlation 

between characteristics.  

 
Table 4 

The existing quality models for ontologies identified through the survey 

Model Description Dimensions Characteristics and Sub-

Characteristics/attributes 

Quality model in 
ONTO-EVOAL 

[121], 2010 

Structure: Hierarchical model 
Base model: Gangemi et al.’s model 

Purpose: To assess the quality of evolving ontology 

Approach: Top-down approach: the characteristics 
have been derived from [8,47,139] 

Evaluation: Empirical evaluation has not been present-
ed. 

Content Complexity 
Cohesion 

Conceptualization 

Semantic Richness 
Attribute Richness 

Inheritance Richness 
Abstraction 

Usage Completeness 

Precision 

Recall 
Comprehension 

OQuaRE [6], 

2011 

Structure: Hierarchical model 

Base model: The SQuaRE standard 
Purpose: To rank, select, compare and assess the ontol-

ogies.  

- Structural 

Functional Adequacy 
Reliability 

Operability 



 

 

Approach: Top-down approach 

Evaluation: Empirical evaluation has been performed 
on two applications: Ontologies of Units of Measure-

ment3and Bio ontologies4 

Maintainability 

Compatibility 
Transferability 

(More sub-characteristics of these are availa-

ble online5) 

OntoQualitas 
[98], 2014 

Structure: Hierarchical model 
Base model: No specific model is used 

Purposed: To evaluate the quality of an ontology whose 

purpose is the information interchanges between hetero-
geneous systems 

Approach: Top-down approach: adopted the ROMEO 

methodology [77], then the criteria have been derived 
from [3,15,108] 

Evaluation: Empirical evaluation has been performed 

on ontologies of enterprises interchange Electronic 
Business Documents 

- Language conformance  
Completeness 

Conciseness 

Correctness 
Syntactic Correctness 

Semantic Correctness 

Representation Correctness 
Usefulness 

Quality model in 

OOPS! [97], 

2014 

Structure: Hierarchical model 

Base model: the model of Gangemi et al. [7,10] 

Purpose: To classify the identified pitfalls 
Approach: Top-down approach 

Evaluation: the model of Gangemi et al. [7,10] 

has been extended to classify the pitfalls, thus, no evalu-
ation has been provided. 

Structural Correctness 

Modeling Completeness 

Ontology Language conformance  

Functional Requirement Completeness 

Content Adequacy  

Usability-

related 

Ontology Understanding 

Ontology Clarity 

Quality model of 

Zhu et al. [60], 

2017 

Structure: Hierarchical model 

Base model: No specific model is used 

Purpose: To evaluate ontology for 
Semantic Descriptions of Web Services 

Approach: Top-down approach 

Evaluation: Empirical evaluation has been performed 
on five ontologies which underlying of five web ser-

vices in applications of reporting weather forecasts. The 

evaluation has been performed against the standard 6 

weather ontology. 

Content Correctness 

Internal Consistency 

External Consistency 
Compatibility 

Completeness 

Syntactic Completeness 
Semantic Completeness 

Presentation Well-formedness 

Conciseness 
Non-redundancy  

Structural Complexity 

Size 
Relation 

Modularity 

Cohesion 
Coupling  

Usage Applicability 

Definability 

Description Complexity 
Adaptability 

Tailorability 

Composability 
Extendibility 

Transformability 

Efficiency 
Search Efficiency 

Composition Efficiency  

Invocation Efficiency 
Comprehensibility  

Quality model of 

McDaniel et al. 
[95], 2018 

Structure: Hierarchical model 

Base model: The semiotic metric suit 
Purpose: To rank ontologies 

Approach: Top-down approach 

Evaluation: empirical evaluation has been performed 
by selecting ontologies from the Bio Portal ontology 

repository 

Syntactic Lawfulness 

Richness 
Structure 

Semantic Consistency 

Interpretability 
Precision 

Pragmatic Accuracy 

 
3 http://miuras.inf.um.es/evaluation/oquare/UOM/ContMetricsUOM.html 
4 http://miuras.inf.um.es/evaluation/oquare/CTO/MetricsBiOntology.html 
5 http://miuras.inf.um.es/evaluation/oquare/Contenido.html 
6 https://www.auto.tuwien.ac.at/downloads/thinkhome/ 



 

 

Adaptability 

Comprehensiveness 
Ease of use 

Relevance 

Social Authority 

History 
Recognition  

 

In Table 5, the characteristics/attributes proposed 

in the ontology quality models in [60,95,98,121] have 

been mapped with the respective aspects (i.e., struc-

tural intrinsic, domain intrinsic, extrinsic (do-

main/application), and quality in use). However, the 

models: OQuaRE [6] and the quality model in OOPS! 

[97] has not been included in Table 5. To the reason 

that the OQuaRE [6] characteristics have been de-

fined by considering the ontology as a software arti-

fact. Thus, it is difficult to distinctly map their char-

acteristics with the ontological evaluation aspects. 

When considering OOPS!, it has adopted an existing 

model to classify a set of pitfalls and does not specif-

ically provide a set of characteristics concerning the 

quality requirements. 

If we consider other quality models, OntoQualitas 

and the model in ONTOEVOAL have defined charac-

teristics mostly related to the intrinsic extent. Of 

which, the characteristics: completeness (coverage), 

conciseness (precision), and representational cor-

rectness, are associated with the domain that the on-

tology is considered (see Table 5). Additionally, On-

toQualitas has taken quality in use of ontology into 

account by defining the characteristics usefulness, i.e., 

usefulness of the ontology for the heterogeneous in-

formation interchange. The quality model of Zhu et al. 

[60] concerns both intrinsic and extrinsic aspects. 

However, the sub-characteristics of applicability and 

efficiency have been specifically defined for the se-

mantic web services context. When comparing these 

models, the characteristics proposed in the quality 

model of McDaniel et al. [95] cover many aspects of 

ontology quality evaluation. In which, authority, his-

tory, and recognition reflect user satisfaction. For 

instance, authority considers the number of linkages 

with other ontologies, history considers the number 

of revisions made to the ontology and how long it has 

been actively public. Recognition considers the num-

ber of times the ontology is downloaded and the re-

views given to the ontology. Thus, these attributes are 

useful to understand to what extent the ontology is 

accepted by the community, then the positive values 

of the attributes imply user satisfaction with the on-

tology.  

  

 

Table 5 

The characteristics/attributes of the existing ontology quality models mapping with the evaluation aspects 

Model Structure Intrinsic Domain Intrinsic Extrinsic (Domain/ 
Application) 

Quality in use 

Quality model in ONTO-

EVOAL [121], 2010 

Complexity 

Cohesion 
Conceptualization 

Abstraction 

Comprehension 

Completeness (Precision 

and recall) 
 

  

OntoQualitas, [98], 2014 Language conformance  

Completeness: is-a/non-isa 

Conciseness: is-a/non-isa 

Syntactic Correctness 
Semantic Correctness: is-

a/non-isa 
 

Completeness: Coverage 

Conciseness: Precision 

Semantic Correctness: 

interpretability, clarity 
Representation correctness 

 Usefulness 

Quality model of Zhu et 

al. [60], 2017 

Internal consistency 

Well-formedness 

Structural Complexity 
Modularity 

External Consistency  

Compatibility 

Completeness 
Conciseness 

Applicability 

Adaptability 

Efficiency 
Comprehensibility 

 

Quality model of 

McDaniel et al. [95], 
2018 

Lawfulness 

Richness 
Structure 

Consistency 

Interpretability 
Precision 

Comprehensiveness 

Accuracy 

Adaptability 
Ease of use 

Relevance 

Authority 

History 
Recognition 

 



 

 

 

In addition to that, by adopting the GQM (Goal-

Question-Metrics) methodology [146], the study [77] 

employed in providing approaches to derive the 

measures of quality characteristics tracing from on-

tology requirements. In which, goals are the ontology 

requirements that are gradually refined into ques-

tions/sub-questions which reflect the respective quali-

ty characteristics to be measured. In this case, quality 

models act as a complementary component that sup-

ports deriving measures with respect to the character-

istics reflected in each question. Thus, the proposed 

approaches would not be effective without a quality 

model that presents a set of characteristics and corre-

sponding measures.     

5. Classification of ontology quality 

characteristics 

Several characteristics and measures have been 

discussed in the selected papers. From that, fourteen 

(14) significant characteristics: compliance, complex-

ity, internal consistency, modularity, conciseness, 

coverage, external consistency, comprehensibility 

(i.e., intrinsic point of view), accuracy, relevancy, 

functional completeness, understandability (i.e., ex-

trinsic point of view), adaptability, efficiency, were 

identified. Then, the identified characteristics were 

grouped under the four evaluation aspects which also 

can be defined as dimensions namely: Structural in-

trinsic, Domain intrinsic, Domain extrinsic and Ap-

plication extrinsic. These dimensions were derived 

based on the ontology evaluation space as described 

in Section 3. Moreover, this model has the same na-

ture as the ISO/IEC 25012- Data Quality model [62] 

which consists of only two categories namely; inher-

ent data quality, and system-dependent data quality. 

However, we identified and defined three main cate-

gories for ontology quality viz: inherent ontology 

quality, domain-dependent ontology quality, and ap-

plication-dependent ontology quality (see Table 6). 

The structural intrinsic aspect attaches to the inher-

ent ontology quality. The domain intrinsic and do-

main extrinsic aspects are grouped under the domain-

dependent ontology quality. Finally, the application 

extrinsic aspect was mapped with the application-

dependent ontology quality.  

 
Table 6  

Ontology quality model (the gray-colored characteristics were adopted from the data quality standard: ISO/IEC 25012) 

Dimensions Structural Intrinsic Domain Intrinsic  Domain Extrinsic Application Extrinsic  

 

C
h
ar

ac
te

ri
st

ic
s 

 

 

 

 

 

 

 

 

 

   

 Inherent Ontology  

Quality 

Domain-Dependent Ontology Quality Application Dependent 
Ontology Quality 

  

In addition to the identified characteristics through 

the survey, a set of characteristics that can be applied 

to ontology were adopted from ISO/IEC 25012 

namely currentness, credibility, accessibility, availa-

bility and recoverability [62]. Moreover, other two 

time-related characteristics: timeliness and volatility 

were identified with the characteristic: currentness, in 

which, timeliness depends on both currentness and 

Internal 
Consistency 

Compliance 

Complexity 

Conciseness 

External 
Consistency 

Accuracy 

Relevancy 

Functional 

Completeness 

Accessibility 

Adaptability 

Efficiency 

Coverage 

Timeliness 

Credibility 

Understandability 

Availability 

Recoverability 

Modularity 

Volatility Currentness 

Comprehensibility   



 

 

volatility characteristics [23]. Altogether, twenty-one 

(21) characteristics were mapped with the ontology 

evaluation space. Each of them is explained in the 

following sections and definitions were derived from 

the discussed theories and the standard ISO/IEC 

25012. Moreover, the associated measures for each 

characteristic have been presented in tables in the 

respective sections. 

 

5.1. Structural intrinsic characteristics (i.e., Inherent 

ontology quality) 

The structural intrinsic aspect considers the charac-

teristics related to the language that is used to repre-

sent knowledge and the associated inherent quality of 

an ontology. i.e., ontology structural properties and 

internal consistency. The evaluation of the character-

istics that come under this aspect does not depend on 

the knowledge of the domain that an ontology is be-

ing modeled. This is because the evaluation of the 

structural intrinsic characteristics is performed based 

on the rules, specifications, and guidelines defined in 

the ontology representation language, not based on 

the domain knowledge that an ontology is modeled. 

Moreover, many characteristics have quantitative 

measures. As a result, many tools such as OntoQA 

[139], OOPS! [97], OntoMetrics [30], XD analyzer 

[51], ontologyAnalyzer [140,153] and Delta [57] 

have automated the measures of structural intrinsic 

characteristics. Thus, ontology developers can easily 

use these tools for the structural intrinsic evaluation 

of an ontology (see Table 13). 

5.1.1. Compliance 

 

In this study, the term compliance is used to denote 

language conformity (i.e., syntactic correctness) and 

adherence to the guidelines and specifications pro-

vided by the ontology language. Language conformi-

ty refers to “how the syntax of the ontology represen-

tation conforms to an ontology language” [15]. To 

this end, Rico et al. [98] defined the term syntactic 

correctness by adopting the definition provided in [3] 

as “the quality of the ontology according to the way it 

is written”. Moreover, they have used the measures of 

attributes: lawfulness and richness proposed by Bur-

ton-Jones et al. [3] to gauge the syntactic correctness 

(see Table 7). Similarly, Zhu et al. [60] stated the 

term: well-formedness as “syntactic correctness with 

respect to the rules of the language in which it is writ-

ten”. Furthermore, Neuhaus et al. [52] have stated 

that syntactic well-formedness is an important criteri-

on for a well-built ontology. They have discussed 

syntactic correctness as a part of the craftsmanship 

dimension which considers “whether an ontology is 

well-built in a way that adheres to established best 

practices”. In addition to that, Poveda-Villalón et al. 

[97] have discussed ontology compliance, not only by 

considering the syntactic correctness but also by con-

sidering the standards, i.e., specification and guide-

lines/styles, introduced for the ontology language (i.e., 

OWL [32,113]). For instance, in addition to syntax 

correctness, the authors in [97] have considered 

whether the developers use the primitives provided in 

the ontology implementation languages correctly.  

For example, if we consider Web Ontology Language 

(OWL), there are a few pitfalls (i.e., style issues 

[32,113]) related to the ontology primitives such as 

defining “is” relationship instead of using 

“rdfs:subClassOf”7, defining a relationship itself as 

an inverse relationship instead of using symmetric 

property and defining a chain property with one rela-

tionship [97]. To detect such pitfalls, the OOPS! tool 

has been introduced [97]. Moreover, many ontology 

reasoners facilitate the detection of syntactic invalidi-

ty and style issues (i.e., guidelines) considering them 

as a set of ontology inconsistencies [23,81]. Accord-

ingly, compliance can be viewed as a core feature 

that is a prerequisite for other quality characteristics 

[3,52,97]. Based on the provided definitions in works 

of literature, we defined compliance as in Definition 

1; 

Definition 1 (Compliance). Compliance refers to 

the degree to which the ontology being constructed is 

in accordance with the rules, specifications and 

guidelines defined in the ontology representation 

language. 

5.1.2. Complexity 

Complexity describes the topological properties of 

an ontology [7,10]. There is no definition found in 

the selected papers, nevertheless, several attributes 

have been described such as depth, breadth, fan-

outness, category size, and semantic variance, to 

measure the complexity of ontologies (see Table 7). 

Moreover, complexity is also referred to as cognitive 

complexity in [33,154], because it influences how 

well users can understand the ontological structure 

and to interpret knowledge that the ontology is mod-

 
7  RDF Schema (RDFS - www.w3.org/TR/rdf-

schema/ ) is a specification enabling the definition of 

RDF vocabularies. rdfs:subClassOf:  

https://www.w3.org/TR/rdf-schema/#ch_subclassof  

http://www.w3.org/TR/rdf-schema/
http://www.w3.org/TR/rdf-schema/
https://www.w3.org/TR/rdf-schema/#ch_subclassof


 

 

eled. For instance, it is difficult for humans to under-

stand an ontology with a thousand terms [154] which 

thus gets high depth, breadth and tangledness [143,8]. 

To this end, authors in [8] have defined depth, 

breadth and tangledness as a set of parameters (i.e., 

attributes) that adversely affect ontology cognitive 

ergonomics. Cognitive ergonomics has been defined 

as a principle related to the quality of an ontology 

that considers whether “an ontology can be easily 

understood, manipulated, and exploited by end-users” 

[8,10]. The same principle and structural attributes 

(i.e., depth. breadth, fan-out, circularity) have been 

adopted to assess the structure of educational ontolo-

gies to observe the balance of ontology structure and 

its perception by users [143]. Moreover, complexity 

is an important characteristic that provides pieces of 

evidence of redundancy, reliability, and efficiency of 

an ontology [44,60,143,154]. For instance, Sánchez 

et al. [44] stated that “the larger the topological fea-

tures (i.e., average and variance of the taxonomic 

depth, and the maximum and variance of the taxo-

nomic breadth), the higher the probability that the 

ontology is a reliable one”. On the other hand, in-

creased complexity affects searching efficiency 

[70,154]. For instance, Evermann et al. [70] have 

shown that it would take a long time to search in-

stances when the level of categories (i.e., concepts) is 

increased. Based on the facts, the complexity can be 

defined as in Definition 2; 

Definition 2: (Complexity). Complexity refers to 

the extent of how complicated the ontology is. 

5.1.3. Internal consistency 

There are different types of consistencies discussed 

in the previous works [12,15,81,118,119]. For in-

stance, structural consistency, logical consistency 

and external consistency. Structural consistency re-

fers to the syntactic validity of ontologies with re-

spect to the language used to model the ontology 

[118]. This notion is considered as a part of ontology 

compliance under our study (see Section 5.1.1). Ex-

ternal consistency refers to whether knowledge repre-

sented in the ontology is consistent with the relative 

domain knowledge [60]. Accordingly, external con-

sistency evaluation is associated with domain 

knowledge. Thus, this notion was discussed under the 

domain intrinsic aspect. Under the internal consisten-

cy, we considered the logical consistency of ontolo-

gies and viewed the related definitions. Zhu et al. 

[60] defined internal consistency as “whether there is 

no self-contradiction within the ontology”. The au-

thors in [81,118] have defined internal consistency 

with respect to description logic as, “an ontology O is 

consistent if there is an interpretation I of O that satis-

fies every axiom in O”. Hnatkowska et al. [27] in 

their study on ontology verification have adopted the 

definition provided in [13,15] which states that “con-

sistency refers to whether it is possible to obtain con-

tradictory conclusions from valid input data”. To this 

end, the authors in [12,15] have explained a set of 

errors such as the circularity errors and partition er-

rors (i.e., subc1ass partition with common instances, 

subclass partition with common classes, exhaustive 

subclass partition with common classes) which could 

lead to ontology inconsistencies. Moreover, the au-

thors in [40] have highlighted a set of anti-patterns 

such as AntiPattern AndIsOr, AntiPattern Only-

nessIsLoneliness, AntiPattern UniversalExistence and 

AntiPattern EquivalenceIsDifference which could 

also lead to logical inconsistencies. To this end, the 

authors in [50,119] have shown that the use of design 

patterns enables to mitigate of such anti-patterns. 

Poveda-Villalón et al. [97], have described the pit-

falls that affect the logical consistency of an ontology 

and grouped them as the critical pitfalls which should 

be fixed. Some examples for these pitfalls are defin-

ing circles in the hierarchy, misusing 

''owl:allValuesFrom'', specifying the domain or the 

range excessively, and defining wrong equiva-

lent/transitive/symmetric relationships. The OOPS! 

tool is employed to detect such pitfalls. In addition to 

that, reasoners can infer the logical consequences 

underlying knowledge representation and detect logi-

cal inconsistencies [8,13,15,143]. We adopted the 

definition given in [23,119] to define logical con-

sistency for ontologies as in Definition 3; 

Definition 3: (Internal consistency/Logical con-

sistency). Internal consistency refers to the extent to 

which the ontology is free of logical contradictions 

with respect to particular knowledge representation, 

i.e., A logical contradiction occurs when the asser-

tion of some statement S and its denial not-S are both 

true. 

5.1.4. Modularity 

From the ontological point of view, a module is 

defined as “any subgraph sg of a graph g, where the 

set of graph elements S1 for sg is such that S1⊆S, S is 

a collection of elements in the graph g” [8]. In the 

selected papers, the articles [134,36] defined a mod-

ule as “a subset or a part of an ontology that is parti-

tioned or extracted from an original ontology related 

to a certain topic”. Similarly, the authors in [46] have 

defined a module as “a subset of an ontology that 



 

 

captures all the knowledge the ontology contains 

about a given set of terms”. All the definitions men-

tioned so far describe what a module is in terms of 

ontology. Additionally, we found that Khan et al. 

[154] have provided a comprehensive definition of 

modularity considering the process of modularization. 

Mainly, the definition emphasizes five dimensions 

namely use-case, techniques, type, annotation fea-

tures and evaluation criteria that are required to take 

into account in the modularization process.  However, 

for this study, we considered only the definitions giv-

en for modularization from the evaluation perspective. 

From that perspective, in the selected papers, only 

two papers have given definitions for modularity. 

Duque-Ramos et al. [6] defined modularity as “the 

degree to which the ontology is composed of discrete 

components such that a change to one component has 

a minimal impact on other components”. Zhu et al. 

[60] stated: “how well the ontology is decomposed 

into smaller parts, to make it easier to understand, use, 

and maintain”. Additionally, other articles describe 

the attributes related to modularity, mainly, the cohe-

sion and coupling attributes [60,82,132,134,138] (see 

Table 7). Many of the measures of these attributes are 

defined upon the structural notion. Some examples of 

the measures of modularity given from the structural 

notions are the number of classes, the number of root 

classes, the depth of the inheritance tree, and the 

number of relationships between instances. In addi-

tion to the structural measures, the authors in [138], 

proposed behavioral measures for modularity by re-

lating the characteristics: knowledge encapsulation 

and coverage. Importantly, Ma et al. [152] have de-

fined a set of ontology cohesion metrics based on the 

ontological semantics notion that focuses on the pos-

sible inconsistency associated with modules of the 

ontology such as the number of minimally incon-

sistency subsets, and the average value of axiom in-

consistencies. Oh et al. [134] have defined the cou-

pling measures (i.e., the number of disconnected rela-

tions of each module) that also can be used to check 

the consistency between modules and the original 

ontology. In light of these concepts, we define modu-

larity from the evaluation perspective by adopting the 

definition given in [6], which is as given in Definition 

4. Furthermore, as highlighted just above, a number 

of previous studies have assessed modularity using 

the structural properties of an ontology [154] (see 

Table 7). Nevertheless, modularity assessment may 

also depend on the domain knowledge as explained in 

[152,154]. Accordingly, modularity can be classified 

either as structural or domain intrinsic characteristics 

as shown in Table 6.   

Definition 4: (Modularity). Modularity refers to 

the degree to which the ontology is composed of dis-

crete subsets (i.e., modules of a graph, sub-graphs) 

such that a change to one component has a minimal 

impact on the other components. 
 

Table 7  

Measures of characteristics related to the structural intrinsic aspect 

Characteristic Attribute Measures 

Compliance Lawfulness 

 

The ratio of the total number of breached rules in the ontology is divided by the number of state-

ments in the ontology [3, 85, 95, 98]. 

Richness The ratio of the total syntactical features used in the ontology divided by the total number of 

possible features in the ontology [3, 85, 95, 98]. 

Pitfalls The number of pitfalls related to the ontology languages (i.e., as explained in OOPS!) [97] 

Complexity Size The number of classes, number of attributes, number of binary relationships, and number of in-
stances [60].The number of nodes in the ontology graph, maximal length of the path from a root 

node to a leaf node, number of leaves in the ontology graph; the number of nodes that have leaves 

among their children, and the number of arcs in the ontology graph. [8,143]. 

Depth Absolute depth, average depth, minimal depth, maximal depth; dispersion of depth; dispersion of 
depth divided by the average depth [8,143]. 

Breadth Average breadth; average relation of adjacent levels breadth; maximal relation of adjacent levels 

breadth; the ratio of dispersion of relations of adjacent levels breadth to the average relation of 
adjacent levels breadth [8,143]. 

Fan-outness The average number of leaf-children in a node, the maximal number of leaf-children in a node, 

minimal number of leaf-children in a node; dispersion of the number of leaf-children in a node 

[143]. 

Tangledness The number of nodes with several parents, the ratio of the number of nodes with several parents 
to the number of all nodes of an ontology graph; the average number of parent nodes of a node, 

[8,143]. 

Cycles The number of cycles in an ontology, the number of nodes that are members of any of the cycles 
divided by the number of all nodes of an ontology graph [8,143]. 

Relationship The ratio of the number of (non-inheritance) relationships (P), divided by the total number of 



 

 

Richness relationships defined in the schema (the sum of the number of inheritance relationships (H) and 

non-inheritance relationships (P)) [2,94,138]. 
The ratio of the number of relationships that are being used by instances Ii that belong to Ci 

(P(Ii,Ij)) compared to the number of relationships that are defined for Ci at the schema level 

(P(Ci,Cj)) [138]. 

Inheritance  
Richness 

The average number of subclasses per class [138]. 

Attribute Richness The average number of attributes (slots) per class [2,138]. 

Class Richness The ratio of the number of non-empty classes (classes with instances) (C) divided by the total 

number of classes defined in the ontology schema (C) [138] 

Semantic Variance Given an ontology O, which models in a taxonomic way a set of concepts C, the semantic vari-

ance of O is computed as the average of the squared semantic distance d (‧,‧) between each con-

cept ci ϵ C in O and the taxonomic Root node of O. The mathematical expression of the semantic 

variance can be found in [44]. 

Internal  

Consistency 

- The number of subclass partitions with common classes, the number of subclass partitions with 

common instances, the number of exhaustive subclass partitions with common classes, and the 

number of exhaustive subclass partitions with common instances [15,98]. 
The number of logical consistencies (i.e., using reasoners) [23,118]. 

Modularity Cohesion The number of ontology partitions, the number of minimally inconsistent subsets, and the average 

value of axiom inconsistencies [152]. The number of root nodes, maximal length of simple paths, 
the total number of reachable nodes from roots, the average depth of all leaf nodes [60], Average 

number of connected components (classes and instances) [138,121]. 

Coupling The ratio of the number of hierarchical relations that are disconnected after modularization to the 

total number of relations, The ratio of the number of disconnected non-hierarchical relations to 
the total number of relations after ontology modularization [134], the total number of relation-

ships instances of the class have with instances of other classes [138], the number of classes in 
external ontologies which referenced by the discussed ontology [82]. 

 

 

5.2. Domain intrinsic characteristics 

The domain intrinsic aspect mainly considers 

whether an ontology for a certain application domain 

is modeled according to the relative domain 

knowledge. Thus, some domain understanding is 

required to assess the characteristics that come under 

this aspect. Consequently, the characteristics are do-

main-depended and evaluation can be automated with 

more effort while employing domain knowledge [52]. 

Moreover, ontology developers can use a frame of 

reference to make a judgment about the quality char-

acteristics [13,15,77,90]. A frame of reference can be 

a standard ontology, a corpus given by experts, or a 

requirement specification document with a set of 

competency questions.   

5.2.1. Conciseness 

The articles [27,60,98] have adopted the definition 

for conciseness from [15], that is “an ontology is 

concise if it does not store any unnecessary or useless 

definitions, if explicit redundancies do not exist be-

tween definitions, and redundancies cannot be in-

ferred using other definitions and axioms”. Moreover, 

three types of redundancies have been explained in 

[15] (i) Grammatical redundancy errors, which occur 

when more than one explicit definition exists in an 

ontology related to the hierarchical relation either 

directly or indirectly. For instance, direct repetitions 

are: (a). defining the is-a relation twice between the 

same source and target classes, (b). defining the in-

stances-of relation twice between the same instance 

and class.  For an example of indirect repetitions, 

consider the three definitions explicitly defined in an 

ontology: A is a subclass of B, B is a subclass of C 

and A is a subclass of C. When considering these 

definitions, “A is a subclass of C” is a definition that 

can be inferred from the first two definitions. Thus, 

an explicit definition of this (i.e., A is a subclass of 

C) in an ontology will create an indirect repetition. 

Similarly, this can occur at the instances level. These 

types of errors (i.e., Grammatical redundancy errors) 

can be eliminated by adhering to the best practices, 

design patterns [18,87], and principles [108,113]) 

defined for ontology modeling [50,119], (ii). Identi-

cal formal definition of some classes: this occurs 

when two or more classes exist in an ontology with 

the same formal definition, however, with different 

class names. To resolve this, ontologists should iden-

tify differences between the particular classes so that 

they can be distinguished. Otherwise, two things can 

be done. One solution is to remove the duplicate def-

initions in order for ontology to contain only the 

unique formal definitions. The other solution is to 

define one class to be an equivalent class of the other. 

(iii) Identical formal definition of some instances: 

this also occurs when the same formal definition has 

been defined for two or more instances only differen-



 

 

tiating them with names. To solve this error, as ex-

plained in (ii) above, ontologists should identify the 

different attributes of the instances in order to distin-

guish them. Otherwise, two things can be done. One 

solution is to remove the duplicate instances in a way 

that an ontology consists of instances only with 

unique formal definitions. The other solution is to 

define both as equivalent instances (i.e., owl:sameAs).  

Rico et al [98] have adopted the theories described 

under points (i), (ii) and (iii) and have defined 

measures to evaluate the conciseness of ontologies 

(see Table 8). In addition to that, conciseness has 

been assessed by measuring the precision of an on-

tology with respect to the standard ontology (i.e., a 

frame of reference). In this way, conciseness ensures 

that the ontology does not consist of any unnecessary 

or useless classes, relations/object properties, attrib-

utes/data properties and instances/individuals with 

respect to the considered domain knowledge. The 

definition frequently used in the previous studies was 

adopted in our study as in Definition 5; 

Definition 5: (Conciseness). Conciseness refers to 

the fact that all the knowledge included in the ontolo-

gy is useful and precise. Thus, in an ontology, neither 

explicit redundancies exist between axioms nor they 

can be inferred using other axioms. 

5.2.2. Coverage (i.e., Completeness) 

Completeness from a real-world (i.e., domain 

knowledge) perspective is considered as coverage in 

[2,82,104]. Authors have used the terms complete-

ness and coverage interchangeably to describe the 

coverage of domain knowledge in an ontology [98]. 

The authors in [27,98] have adopted the definition 

given by Gomez-Perez [15] as “an ontology is com-

plete if and only if: all that is supposed to be in the 

ontology is explicitly set out in it or can be inferred, 

and each definition complete”. Zhu et al. [60] stated 

completeness is “the number of elements in the 

standard (i.e., a frame of reference) that are covered 

by the candidate ontology”. As well, Ouyang et al. 

[82] stated that “the coverage is a number of concepts 

and relations with regards to the ontology set (i.e., a 

frame of reference)”. Thus, in the domain intrinsic 

aspect, completeness can be considered as the cover-

age of structure, content and design (i.e., concepts, 

instances, relations, and constraints) that can be de-

termined concerning the domain knowledge being 

modeled. Accordingly, the definition was derived for 

completeness as in Definition 6. Moreover, incom-

pleteness may occur due to missing disjointness, 

missing domains and ranges, missing necessary and 

sufficient conditions, and missing existential & uni-

versal restrictions [15,97,98]. These are some pitfalls 

that can be detected under the characteristic: compli-

ance.  Thus, compliance is a prerequisite to com-

pleteness in this domain intrinsic aspect.  

Definition 6: (Coverage). Coverage refers to the 

degree to which an ontology covers the axioms which 

have been specified (i.e., requirement specifications, 

standard ontologies, standard corpus) with respect to 

the domain knowledge that the ontology was devel-

oped to represent. 

5.2.3. External consistency 

Zhu et al. [60] defined external consistency as 

“whether the ontology is consistent with the subject 

domain knowledge”. Vrandečić [47] stated that ex-

ternal consistency can also be named as domain co-

herence. Hnatkowska [27] and Rico et al. [98] adopt-

ed the consistency definitions provided in [15]. The 

author in [15] has also discussed the different notions 

of consistency as we highlighted in section 5.1.3. 

With respect to external consistency, the author has 

defined ontology consistency as “the interpretation of 

definitions (formal/informal) should be consistent 

with respect to the real-world” [15]. For instance, if 

the term Monday is defined as a month in an ontology, 

then, that definition is inconsistent in relation to the 

domain knowledge. Moreover, the author in [15] has 

discussed these types of inconsistencies as incorrect 

semantics. A few more examples are (i) cat class is 

defined as a subclass of house, (ii) tom who is a cat in 

the real-world defined as an instance-of house, (iii) 

the relationship eats is defined between cat and house. 

The use of development methodologies, and adhering 

to design patterns/principles would prevent such 

modeling errors and mistakes (i.e., as we highlighted 

in Section 3).  

Neuhaus et al. [52] defined fidelity as “whether the 

ontology represents the domain correctly, both in the 

axioms and in the annotations that document the on-

tology for humans”. This definition is also similar to 

the definitions provided for external consistency in 

[60] and semantic correctness in [13,15,116]. Thus, 

all definitions are referred to the same characteristic 

and can only be evaluated relative to the subject do-

main. Thus, it is required to define the frame of refer-

ence to assess the ontology [12,15,77]. For instance, 

if an ontology developer needs to ensure that the 

class axioms defined in an ontology are consistent 

with the domain knowledge, then it is possible to 

examine the class precision (see Table 8). Class pre-

cision can be calculated by dividing the number of 



 

 

classes matches between the candidate ontology and 

the frame of reference by the total number of classes 

in ontology. Based on the provided definitions in the 

works of literature, we derived external consisten-

cy/semantic accuracy as in Definition 7. 

Definition 7: (External consistency/Semantic cor-

rectness). External consistency refers to the degree to 

which an ontology (i.e., ontology axioms) is coherent 

with the specified domain knowledge (i.e., require-

ment specifications, standard ontologies, standard 

corpus) that the ontology was developed to represent. 

5.2.4. Comprehensibility  

The authors of the articles [2,52,121] have de-

scribed comprehensibility as the level of annotations 

that facilitate understanding the ontology. To assess 

comprehensibility, the measures: the average number 

of annotated classes, the average number of annotat-

ed relations, and the average number of annotated 

instances per class, have been used (see Table 8). In 

the linked data quality assessment, Zaveri et al. [23] 

show that comprehensibility has been interchangea-

bly used with understandability. Same for ontologies, 

Poveda-Villalón et al. [97] and McDaniel et al. [95] 

evaluate ontology comprehensibility in terms of un-

derstandability using the same measures similar to [2] 

such as the number of annotations per term in the 

ontology, the number of missing and misusing anno-

tations. Basically, these are usability-related 

measures (i.e., level of annotations) as described in 

[7,8,10] which are related to the communication con-

text of an ontology. Also, it has been named as “ease 

of use” in [95]. To this end, Poveda-Villalón et al. 

[97] have revealed a set of pitfalls related to the on-

tology usability-profiling (i.e., ontology understanda-

bility and clarity) such as missing annotations (i.e., 

metadata), misuse of annotations, and use of different 

naming criteria. The authors [97] state that correcting 

these pitfalls is required to enable users (i.e., ontolo-

gy developers and consumers) to easily recognize and 

understand the ontology elements. Moreover, the 

proper use of annotations (i.e., metadata) and the 

same naming criteria in ontology modeling have been 

identified as best practices that ensure the compre-

hensibility of ontologies enabling clean and con-

sistent knowledge representations [10,18]. To this 

end, the presentation ontology design patterns 

(ODPs) have been introduced in [18] that consist of 

two ODPs namely Annotation ODPs and Naming 

ODPs. Furthermore, as highlighted under Section 

5.1.2, the increased complexity makes an ontology 

difficult to comprehend and ontology modularization 

is one of the solutions for it [60,154]. Based on these 

facts, we derived comprehensibility as in Definition 8. 

Definition 8: (Comprehensibility). Comprehensi-

bility refers to the degree of annotations (i.e., 

metadata) of an ontology and how its elements enable 

users (i.e., ontology developers and consumers) to 

understand the appropriateness of the ontology for a 

specified context of use. 

 

 

Table 8  

Measures of characteristics related to the domain intrinsic aspect 

Characteristic Attributes Measures 

Conciseness - The ratio of the number of classes with the same formal definition as other classes in the ontology 
divided by the number of classes in ontology, the ratio of the number of instances with the same 

formal definition as other instances in the ontology divided by the number of instances in the 

ontology, The ratio of the number of redundant subclass-of relations in the ontology divide by the 
number of hierarchical relations, The ratio of the number of redundant non-hierarchical relations 

in the ontology divided by the number of non-hierarchical relations, The ratio of the number of 

redundant instance-of relations in the ontology divided by the number of instance-of relations in 
the ontology [98]. 

Precision The ratio of the number of classes matches between the candidate ontology and the classes in a 

frame of reference (i.e., standard ontology) divided by the number of classes in the candidate 
ontology (this measure can be extended for other entities instead of classes such as relations, 

features, instances) [98]. 

Coverage Recall The ratio of the number of matching entities (i.e., class, relations, instances, terms in case of data 

extracted from a corpus) between candidate ontology and the frame of reference (i.e., a standard 
ontology) divided by the total number of entities in the standard ontology [60,98,104]. 

Precision The ratio of the number of classes matches between the candidate ontology and the classes in a 

frame of reference (i.e., standard ontology) divided by the number of classes in the candidate 
ontology (this measure can be extended for other entities instead of classes such as relations, 

features, instances) [59,104]. 

F-measure The harmonic means between the Recall and Precision metrics [104]. 

External  - Whether ontology users disagree on the validity of the (potential) instances of the ontology ele-



 

 

Consistency ments [114]. 

Interpretability The ratio of the number of terms that have a sense listed in an independent authority divided by 

the total number of terms used to define classes and properties in the ontology [85,95,98]. 

Clarity/Precision The ratio of the total number of terms used to define classes and properties in the ontology divid-

ed by the number of definitions for terms in an independent authority that occur in the ontology 

[85,95] 
The ratio of the number of axioms (i.e., class axioms, property axioms, instance axioms, etc.) 

overlaps with the frame of reference divided by the total number of axioms defined in the ontolo-

gy [77]. 

Semantic Richness The ratio of correct concepts, the average ratio of correct instances, the average ratio of correct 
attributes, Average ratio of correct relations [60]. 

Comprehensibility - The ratio of annotated classes is divided by the total number of classes, the ratio of annotated 

instances is divided by the total number of instances, the ratio of annotated semantic relations 

(object properties) is divided by the total number of semantic relations [2,8,95,121]. 

Vagueness The ratio of the number of ontological elements (classes, relations, and data types) that are vague 

divided by the total number of elements, the ratio of the number of vague ontological elements 

that are explicitly identified divided by the total number of vague elements [104]. 

Clarity The average number of word senses per unique word, and divide that value by the total number of 

unique words [85], the number of word senses for the term/s (i.e., classes or properties) in Word-

Net [3]. 

Interpretability The ratio of the number of terms that have a sense listed in an independent authority divided by 
the total number of terms used to define classes and properties in the ontology [85,95,98]. 

 

 

5.3. Domain extrinsic characteristics 

From the domain extrinsic point of view, quality 

evaluation is performed taking into account an ontol-

ogy as a whole without peering into the internal 

structure and design. It considers whether the ontolo-

gy meets the domain requirements that are specifical-

ly needed for the particular use case (i.e., the context 

of use) which is also defined as the fitness of the on-

tology in [52]. To this end, Neuhaus et al. [52] stated 

that “successful answers to competency questions 

provide evidence that the ontology meets the model 

requirements that derive from query-answering based 

functionalities of the ontology”. Moreover, the char-

acteristics associated with this aspect are functional 

and subjective as the evaluation is performed with 

respect to the specified tasks and domain require-

ments of users (i.e., ontology consumers’ views, do-

main experts, application users, agents of intelligent 

systems). Hence, the support of domain experts and 

users is required for evaluating the characteristics that 

come under this aspect. 

5.3.1. Accuracy (i.e., Functional correctness) 

The selected papers have not provided definitions 

for accuracy from the domain extrinsic aspect. How-

ever, the authors in [85,95] have adopted measures 

from the semiotic metric suit of Burton-Jones et al. 

[3]. According to them, accuracy is “whether the 

claims an ontology makes are true”. Similar to this 

definition, Duque-Ramos et al. [6] defined precision 

under functional adequacy as “the degree to which 

the ontology provides the right or specified results 

with the needed degree of accuracy”. The authors in 

[59] have used answers provided to the competency 

questions to assess functional correctness (see Table 

9). ISO/IEC 25010 provides a definition for function-

al correctness as “the degree to which a product or 

system provides the correct results with the needed 

degree of precision” [64]. This definition can be 

adopted for ontology under the domain extrinsic as-

pect because the ontology is considered as a whole 

and a part of an information system under the domain 

extrinsic aspect [52]. Accordingly, we defined the 

accuracy of ontologies as in Definition 9. 

Definition 9: (Accuracy/Functional correctness). 

Accuracy refers to the degree to which an ontology 

provides the correct results (i.e., information and 

knowledge) with the needed degree of precision. 

5.3.2. Relevancy 

From the selected articles, only Amith et al. [85] 

have provided a definition for relevance as “fulfill-

ment of a specific use case”. McDaniel et al. [95] 

adopted measures for relevance from [3], in which 

relevancy is defined as “whether the ontology satis-

fies the agent’s specific requirements”. The ISO/IEC 

25010 standard defines functional appropriateness 

which is similar to the definition of relevance “the 

degree to which the functions facilitate the accom-

plishment of specified tasks and objectives”. From 

the ontological point of view, we define relevancy as 

in Definition 10. It can be measured by assessing the 

percentage that the ontology appropriately answers 

the competency questions specified in the context of 



 

 

use [59,85]. For instance, with respect to the use case 

in agriculture, consider a scenario where a farmer 

queries the control methods for the late blight disease 

in potatoes. According to the present agriculture do-

main, one control method for late blight is “applying 

fungicides: mancozeb at 0.25% followed by cy-

moxanil+mancozeb or dimethomorph+mancozeb at 

0.3% at the onset of disease”. However, the fungicide 

percentage to be considered may vary from one farm 

location to another and it may also depend on the 

farm size. If all farmers are provided with the afore-

mentioned control method for late blight in potatoes 

by the ontology, some farmers who are in locations 

with different conditions than the contexts normally 

considered may not find these solutions to be appli-

cable. In this situation, it can be observed how many 

competency questions are answered relevant to the 

considered context by an ontology in order to meas-

ure the relevancy of an ontology. 

Definition 10: (Relevancy). Relevancy refers to 

the degree to which an ontology provides appropriate 

information and knowledge with respect to the speci-

fied context of use. 

5.3.3. Functional completeness 

Only Poveda-Villalón et al. [97] have discussed 

the completeness from the functional aspect/end-user 

perspective in the selected articles. They defined 

completeness as “the coverage of the requirements 

specified in the ontology requirement specification 

documents by the ontology”. Fox and Grüninger 

[106] defined functional completeness as “the repre-

sentation of necessary information by an ontology for 

a function to perform its task”. Furthermore, they 

stated that “the functional completeness of an ontolo-

gy is determined by its competency”. For that, the 

success of answering the competency questions can 

be analyzed related to a particular function (i.e., use 

case).  Similarly, in data quality, completeness is de-

fined as “the extent to which data are of sufficient 

breadth, depth, and scope for the task at hand” [128]. 

For software quality, The ISO/IEC 25010 standard 

defines functional completeness as “the degree to 

which the set of functions covers all the specified 

tasks and user objectives”. Based on these facts, we 

derived functional completeness of ontologies as in 

Definition 11. 

Definition 11: (Functional completeness). Func-

tional completeness refers to the degree to which an 

ontology provides necessary and sufficient infor-

mation and knowledge with respect to the specified 

context of use. 

5.3.4. Understandability  

From the ontological point of view, many authors 

such as in [2,10,52,53,95,97,121] have discussed 

understandability as an ontology intrinsic characteris-

tic. Mainly, understandability has been assessed by 

observing internal attributes of ontologies such as 

annotations and naming conventions. We discussed 

this notion of understandability under the domain 

intrinsic aspect by defining the term comprehensibil-

ity (see Section 5.2.4). Nonetheless, understandability 

can also be viewed as a domain extrinsic characteris-

tic in terms of how easily users (i.e., ontology con-

sumers, end-users) can understand the knowledge 

(i.e., answers to competency questions) provided 

through the ontology. To this end, Zhu et al. [60] 

defined the understandability of an ontology as 

“whether human readers can easily understand the 

semantic description” given in the ontology. The data 

quality standard: ISO/IEC 25012 also describes un-

derstandability from the extrinsic aspect. It defines 

understandability as “the degree to which data has 

attributes that enable it to be read and interpreted by 

users, and are expressed in appropriate languages, 

symbols and units in a specific context of use” [62]. 

In addition to that, understandability can be viewed 

as a characteristic associated with the application 

extrinsic aspect when an application interprets the 

knowledge retrieved from the ontology. For instance, 

in an ontology-based IS, end-users access ontologies 

through software applications rather than directly 

accessing the ontology. In this situation, information 

and knowledge provided through the ontology are 

required to be translated by the software application. 

Thus, from the application extrinsic aspect, under-

standability can be defined as how easily an applica-

tion can interpret the knowledge that is retrieved from 

ontologies in order to express them in appropriate 

languages/formats that the end-users/agents can un-

derstand. Consequently, understandability has been 

mapped by associating both domain and application 

extrinsic aspects in Table 6. Moreover, we defined 

understandability from the extrinsic aspect as in Def-

inition 12 by adopting the definition given in the data 

quality standard: ISO/IEC 25012. 

Definition 12: (Understandability). Understandabil-

ity refers to the degree to which the information and 

knowledge provided through the ontology can be 

comprehended, without ambiguity and is expressed in 

appropriate languages, symbols and units in a specif-

ic context of use. 

 



 

 

 

Table 9  

Measures of characteristics related to the domain extrinsic aspects 

Characteristic Measures 

Accuracy The ratio of the number of false/true statements in the ontology is divided by the number of statements in the ontol-

ogy [3,85,95]. The number of competency questions that are correctly answered [59]. 

Relevance The ratio of the type of syntax relevant to the user is divided by the number of statements in the ontology [3,95], the 

percentage of adherence to the competency questions [85]. 

Functional  

Completeness 

There is no significant measure that has been defined for completeness in the functional aspect.  Thus, based on the 

definitions, the measure “the number of competency questions that have provided sufficient answers concerning the 
context of use” was derived. 

Understandability There is no significant measure that has been defined for understandability in the functional aspect.  Based on the 

definitions, the measure was derived as follows: 
“The number of competency questions that received answers in the human-readable language (or the language that 

can be interpreted to other languages) with appropriate context terms, symbols and units in a specified context is  

divided by the total number of competency questions. 

 

 

5.4. Application extrinsic characteristics  

Under the application extrinsic aspect, ontology 

quality assessment is performed by considering an 

ontology as a component of a system. It considers the 

requirements of an ontology that are needed by a par-

ticular application in that the ontology is integrated.  

Thus, application extrinsic quality attaches to the 

capabilities of reasoning tools, computer systems' 

components: hardware/software, the technical envi-

ronment in which the ontology is used, and the tasks 

to be performed. The characteristics relevant to this 

aspect are evaluated from the application perspective 

and this evaluation is independent of domain 

knowledge. Ontology developers can assess the 

quality characteristics which are relevant to this as-

pect with the support of domain experts, software 

quality engineers and, perhaps with the support of 

domain users. 

5.4.1. Adaptability 

Adaptability has been frequently discussed under 

ontology evolution. Ontology evolution has been 

defined as “timely adaptation of an ontology with 

respect to certain requirements by maintaining the 

consistency” [56,117,118]. Similarly, the authors in 

[15,60] have defined adaptability as how easily on-

tology can be changed with certain requirements. The 

requirements for ontology changes may occur due to 

(i.) changes in user needs, (ii) changes in the applica-

tion needs that the ontology is integrated with, and 

(iii) changes in ontology conceptualization [56]. 

These changes could lead to adding, removing or 

modifying axioms in the ontology. Sometimes, when 

changes are performed to the ontology, these may 

cause inconsistencies (i.e., structural, logical, do-

main/external). Thus, to avoid such inconsistencies, 

some other additional changes to the ontology are 

required to be performed. To this end, the authors in 

[12,15] stated that the changes should be performed 

without altering the axioms already guaranteed. In the 

selected survey papers, Zhu et al. [60] defined the 

adaptability of an ontology in the context of web ser-

vices as “how easily the ontology can be changed to 

meet the specific purposes of developing a particular 

web service”. Moreover, the sub-factors such as tai-

lorability, composability, extendability, and trans-

formability have been defined under adaptability. 

McDaniel et al [95] adopted the adaptability defini-

tion from Vrandečić [47] which is “adaptability 

measures how well an ontology anticipates, how its 

future uses and whether it provides a secure founda-

tion which is easily extended and flexible enough to 

react predictably to small internal changes”. Original-

ly, this definition has been provided by Gomez-Perez 

[15] referring to expandability and sensitiveness. In 

addition to that, Gangemi et al. [8,10] defined adapt-

ability in terms of flexibility as “an ontology that can 

be easily adapted to multiple views”. In which modu-

larity and partition are defined as the attributes relat-

ed to adaptability. Based on the provided definitions, 

we derived adaptability as in Definition 13. When 

considering the evaluation of adaptability, the authors 

in [8,10,95] have assessed adaptability using quanti-

tative measures which are independent of domain 

knowledge. However, the authors in [56] have high-

lighted that adaptability can be assessed by analyzing 

the answers given to competency questions after 

modifying the ontology with respect to the changes 

(see Table 10). Moreover, ontology changes may 

occur due to the domain and/or application require-

ments as pointed in (i) and (ii). Therefore, adaptabil-

ity can be considered as a characteristic that can 



 

 

come under both domain and application extrinsic 

aspects (see Table 6). 

Definition 13: (Adaptability). Adaptability refers 

to the effort required to change (i.e., add, remove, 

modify) the ontology definitions (i.e., axioms) without 

altering the definitions that are already guaranteed.  

5.4.2. Efficiency 

In this study, the term efficiency refers to ontology 

computational or performance efficiency. The articles 

[2,31,66] adopted the definition of computational 

efficiency given by Gangemi et al. [7,8,10] as “an 

ontology that can be successfully/easily processed by 

a reasoner”. On the other way, it is the response time 

and memory consumption utilized by reasoners when 

answering queries, classification, or checking con-

sistency. Gangemi et al. [8,10] proposed measures 

related to computational efficiency. They are dis-

jointness ratio, tangledness, circularity, and re-

strictions. Additionally, Evermann et al. [70] provid-

ed empirical evidence to prove that semantic distance 

and category size (i.e., the number of instances) in-

fluence to search efficiency of an ontology. Similarly, 

Bouiadjra et al. [2] claimed that the measures of the 

size such as the average number of classes, the aver-

age number of sub-classes per class, the average 

number of relations, and the average number of rela-

tions per class, can be adapted to assess the efficien-

cy.  Duque-Ramos et al. [6] defined two sub-

characteristics of performance efficiency, (i) Re-

sponse time: “the degree to which the ontology pro-

vides appropriate response and processing times and 

throughput rates when performing its function, under 

stated conditions”. (ii) Resource Utilization: “the 

degree to which the application uses appropriate 

amounts and types of resources when the ontology 

performs its function under stated conditions”. Based 

on these facts, the definition for efficiency of an on-

tology was derived as in Definition 14. 

Definition 14: (Efficiency). Efficiency refers to the 

degree to which the ontology can be processed and 

provide the expected level of performance by utilizing 

the appropriate amount and types of resources in a 

specific context of use.  

 

Table 10  

Measures of characteristics related to the application extrinsic aspects 

Characteristic Attributes Measures 

Adaptability - The sum of the average number of ancestors for the leaves in an ontology and the ratio of the number of 

leaves to the total number of classes in an ontology [95]. 
The number of competency questions was correctly answered after the changes [56]. 

Efficiency Size The sum of the average number of classes, the average number of sub-class per class, the average number of 

relations, the average number of relations per class, and the average ontology size [2]. 

- Response time, the number of resources utilized [6]. disjointness ratio [8], The number of cycles in an ontol-
ogy, the number of nodes that are members of any of the cycles is divided by the number of all nodes of an 

ontology graph [8,143], Tangledness: number of nodes with several parents, the ratio of a number of nodes 

with several parents to a number of all nodes of an ontology graph; the average number of parent nodes of a 
graph [8] 

 

 

5.5. Time-related characteristics adopted from 

ISO/IEC 25012 

Batini et al. [35] proposed three types of time-related 

dimensions such as currentness, timeliness, and vola-

tility which are interchangeably discussed in the liter-

ature. Zaveri et al. [23] have adopted these character-

istics for linked data quality assessments and have 

shown timeliness depends on characteristics: current-

ness and volatility. Each of these characteristics was 

grouped under the dataset dynamicity aspect. Similar-

ly, these three characteristics would become applica-

ble for ontologies as the knowledge that is considered 

for the representation can constantly change and ex-

pand in the real-world use case [56,117,138]. For 

instance, in the medical domain, constantly new dis-

eases and respective treatments can be discovered. If 

an ontology-based application is developed to share 

such knowledge, then the ontology integrated with 

that application should be updated once the new dis-

ease knowledge is discovered and it should be made 

available to the respective users. Thus, we discussed 

the three time-related characteristics concerning the 

dynamic nature of an ontology, and possible 

measures are presented in Table 11. 

5.5.1. Currentness 

For data quality, currentness is defined in ISO/IEC 

25012 as “the degree to which data has attributes that 

are of the right age in a specific context of use”. Bati-

ni et al. [35] defined currentness as “how promptly 



 

 

data are updated”. For linked data, Zaveri et al. [23] 

adopted the same definition given by Batini et al. [35]. 

There is no definition specifically defined for ontolo-

gy. However, ontology evolution is required over 

time while domain information is changed as men-

tioned in section 5.4.1.  We adopted the definition 

provided by Batini et al. [35] for ontologies as in 

Definition 15. 

Definition 15: (Currentness).  Currentness refers 

to how promptly the ontology knowledge is updated. 

5.5.2. Volatility 

Batini et al. [35] stated volatility is “the frequency 

with which data vary in time”. Similarly, for ontolo-

gies, Murdock et al. [73] defined volatility as “a 

measure of the amount of change between two or 

more different versions of a populated ontology”. 

Stvilia [33] defined it as “the amount of time the con-

tent of an ontology remains valid” and can be meas-

ured by calculating the average update rate of the 

ontology. Volatility is a property that assesses the 

stability of an ontology. Information such as dates of 

birth, places of birth, and manufacturing dates has 

zero volatility. Information such as stock exchange 

prices have a high degree of volatility, thus it is valid 

for a very short time. Based on these facts, we de-

rived the volatility of ontologies as in Definition 16. 

Definition 16: (Volatility).  Volatility refers to the 

frequency of which the content of the ontology re-

mains valid. 

5.5.3. Timeliness 

It is not only enough ontology is updated, but also 

the information and knowledge of an ontology should 

be made available timely for a specified task [35]. 

For example, assume a timetable of a particular 

course unit has been updated. Although it already 

contains updated data, it may not be timely and will 

become useless if the timetable can only be made 

available for students after starting the classes. From 

this aspect, there is no definition found in the litera-

ture on ontologies. Thus, we adopted the definition 

given for data quality by Batini et al. [35] for ontolo-

gies as in Definition 17. 

 Definition 17: (Timeliness). Timeliness refers to 

how up-to-date information and knowledge of an 

ontology are for a specified task. 

5.6. Other characteristics adopted from ISO/IEC 

25012 

5.6.1. Credibility  

Credibility is the quality of being trusted and be-

lieved in [38]. For data quality, credibility is defined 

as “the degree to which data has attributes that are 

regarded as true and believable by users in a specific 

context of use” [62]. The term believability has been 

used interchangeably to describe credibility. Wang et 

al. [128] defined believability as “the extent to which 

data are accepted or regarded as true, real, and credi-

ble”. The product acceptance by the community de-

pends on how it can be trusted. From an ontological 

point of view, McDaniel et al. [94] have discussed 

ontology quality attributes such as authority and his-

tory that determine community acceptance of ontolo-

gies. These are also attributes of the social quality of 

ontologies that initially were defined in the semiotic 

metric suite by answering the question “Can ontology 

be trusted” [3]. Moreover, the semiotic metric suite 

has defined authority as “the extent to which other 

ontologies/ ontology consumers rely on it”. History is 

another attribute that is evaluated upon: the number 

of times that an ontology has been used, the number 

of years ontology in the public library, and the num-

ber of revisions made. By adopting the definition 

provided in ISO/IEC 25012 [62], we derived the def-

inition for credibility from the ontological point of 

view as in Definition 18. 

Definition 18: (Credibility). Credibility refers to 

the extent to which an ontology is accepted or the 

information and knowledge provided through ontolo-

gies regards as true and believable with respect to 

the specified context of use. 

5.6.2. Accessibility  

It is important to consider how easy an ontology 

can be accessed for the specified purpose. The arti-

cles that we have selected for this survey have not 

provided a definition for accessibility. In a milestone 

paper, Gangemi et al. [8,10] defined accessibility as 

“an ontology that can be easily accessed for effective 

application”. Vrandečić [47] has adopted the same 

definition provided by Gangemi et al. [8,10]. The 

supported sub-characteristics for accessibility, as de-

fined by Gangemi et al. [8,10], are modularity, logi-

cal complexity, annotation, and accuracy. Additional-

ly, the authors have stated that these sub-

characteristics positively influence accessibility, ex-

cept logical complexity. However, they have not pro-

vided a clear explanation of how those sub-



 

 

characteristics are positively/negatively associated 

with accessibility. For example, if we consider anno-

tation, we can realize that providing proper meta-

information about the ontology content, its compo-

nents, and configuration helps ontology users to un-

derstand the ontology. Thus, it makes easy for ontol-

ogy users to decide which knowledge to be accessed. 

In such a way, it should be explained how the afore-

mentioned sub-characteristics affect accessibility, 

however, it has not been provided in [8, 10]. 

 From the data quality perspective, ISO/IEC 25012 

defines accessibility as “the degree to which data can 

be accessed in a specific context of use, particularly 

by people who need supporting technology or special 

configuration because of some disability”. Based on 

the definition given in [8,10] for accessibility from 

the ontological perspective and based on the ISO/IEC 

25012 definition, we derived the definition for acces-

sibility as in Definition 19. 

Definition 19: (Accessibility). Accessibility refers 

to the extent to which an ontology can be easily ac-

cessed. 

5.6.3. Availability 

Duque-Ramos et al. [6] defined availability for on-

tologies by assuming ontology as a software artifact 

in an application, which is “the degree to which a 

software component (language, tools, and the ontolo-

gy) is operational and available when required for 

use”. Poveda-Villalón et al [97] stated that “ontology 

not availability” is a critical pitfall in a situation 

where a system entirely depends on the ontology. We 

adopted the definition given in [23] for ontology 

availability as in Definition 20. 

Definition 20: (Availability). Availability refers to 

the extent to which the knowledge represented in the 

ontology (or some portion of it) is present, obtainable 

and ready for use. 

5.6.4. Recoverability 

Duque-Ramos et al. [6] defined recoverability as 

“the degree to which the ontology can re-establish a 

specified level of performance and recover the data 

directly affected in the case of a failure”. This defini-

tion describes the extent to which an ontology can 

regain its performance level after experiencing some 

failure. However, when considering the definition 

given in ISO/IEC 25012, recoverability is described 

in a broader aspect, which is “the degree to which 

data has attributes that enable it to maintain and pre-

serve a specified level of operations and quality, even 

in the event of failure, in a specific context of use”. 

None of the other selected papers have discussed re-

coverability.  Recoverability is an important charac-

teristic to be considered as ontology quality can fail 

for multiple reasons. For instance, invalid modifica-

tions and inappropriate changes made to an ontology 

can lead to quality issues [93,138]. Thus, keeping 

different versions of an ontology is useful to track 

changes, detect invalid modifications, detect incon-

sistencies, and to re-establish the specified level of 

quality in the case of failure [117,138]. Accordingly, 

the definition for recoverability was derived as given 

in Definition 21 by adopting the definition provided 

in ISO/IEC 25012. 

Definition 21: (Recoverability). Recoverability is 

the degree to which the ontology maintains and pre-

serves a specified level of quality, even in the event of 

failure with respect to a specific context of use. 
 

Table 11  

Measures of characteristics adopted from ISO/IEC 25012 

Characteristic Attributes Measures 

Timeliness - Difference between the last modified time of the original/target sources and the last modified time of the 

particular knowledge in the ontology [23,37]. 

Currentness  - Average class currency [33] (This measure can also be extended for other entities of an ontology) 
Average update rate [33]. 

Volatility - The amount of change between two or more different versions of a populated ontology [73]. 

Average update rate [33]. 

Credibility Authority The number of other ontologies that link to the target ontology, and the number of shared terms there are 

within those linked ontologies [94]. 

History The number of times ontology has been used, the number of years the ontology is in the open resource, 

and the number of revisions made [94]. 

The number of positive user feedback given on the ontology (i.e, information and knowledge). 

Accessibility - The measures of characteristics: complexity and modularly (see Table 7), comprehensibility (see Table 

8), and semantic accuracy (see Table 8) can be adopted [8]. 

Availability - This has been measured w.r.t. YES/NO scenarios. Thus, the given questions can be used to check avail-
ability. “is an ontology made available to the application that the ontology is integrated (i.e., as RDF 

file/as HTML)? [97], is documentation of an ontology made available? [97], is an ontology consisting of 



 

 

URI without any supporting RDF metadata? [23], is an ontology consisting of dead links?” [23]. 

Recoverability - There are no specified measures that have been provided. This can be qualitatively evaluated by consid-

ering an ontology as a software artifact [6]. 

6. Discussion 

In our survey, we selected 30 core papers for re-

view and these papers consisted of sixteen journals, 

eleven conference papers, and three chapters. The 

distribution of articles across the years is presented in 

Figure 6. 

 

 

Fig. 6. Distribution of the core survey papers across the years 

In Table 12, the number of characteristics consid-

ered in each article was mapped along with the char-

acteristics defined under the evaluation aspects in 

Table 6. The authors in [52] have not specifically 

discussed a set of characteristics. However, they have 

provided five high-level characteristics covering a set 

of questions attached to the ontology quality assess-

ment. For instance, they [52] discuss high-level char-

acteristics namely intelligibility (i.e., can humans 

understand the ontology correctly?), fidelity (i.e., 

does the ontology accurately represent its domain?), 

craftsmanship (i.e., is the ontology well-built and are 

design decisions followed consistently?), fitness (i.e., 

does the representation of the domain fit the require-

ments for its intended use?), and deployability (i.e., 

does the deployed ontology meet the requirements of 

the information system of which it is part?). Under 

each characteristic, a concise description of the quali-

ty to be focused on has been provided. The article 

[66] has evaluated ontology named U ontology (i.e., 

representation of the ontology usage analysis domain) 

by adopting eight characteristics proposed in [47]. 

Nevertheless, it is unclear how the considered charac-

teristics (i.e., adaptability, conciseness, and fitness) 

were evaluated. 

 

 

In summary, the least discussed characteristics in 

the selected studies are credibility, volatility, efficien-

cy, accessibility, availability, and recoverability (see 

Table 12). None of the selected studies has consid-

ered timeliness and currentness for ontology quality 

assessments. However, there were frequent discus-

sions on the characteristics compared to others in 

descending order: complexity, coverage, external 

consistency, internal consistency, modularity, com-

pliance, and comprehensibility (see Table 12). Most 

of them come under the structural intrinsic aspect. 

Accordingly, it can be observed that the existing 

studies have provided less attention to the extrinsic 

aspects of the ontology, particularly after the ontolo-

gy is deployed in a system. This issue has further 

been realized when analyzing the evaluation tools 

and methods (see Section 7.4). From that analysis, it 

can be shown that there are many tools available for 

evaluating intrinsic ontology quality, but only a few 

tools or methods are available for evaluating extrinsic 

quality. 

When considering the terms and definitions of on-

tology quality, none of the works has made a clear 

distinction between the concepts of quality character-

istics, attributes and measures from an ontology qual-

ity point of view. Because of this issue, ontologists 

have used these terms interchangeably. For instance, 

although clarity has been defined as an evaluation 

characteristic/criterion in [145], in [3], [98], it has 

been defined as an attribute. Additionally, it can be 

seen that various definitions for one quality charac-

teristic have been provided in the literature (see Sec-

tion 5). This can create confusion among ontology 

developers and researchers, as they may not know 

which definition to use or which one is the most ap-

propriate for their situation.  

Another significant issue in the existing studies is 

that, except for the research [60,98], all other studies 

have used a common set of characteristics without 

taking the context of use and the user needs into ac-

count when defining ontology quality characteristics. 

As highlighted in Section 1, quality is the fitness of a 

product for the intended use (i.e., require-

ments/needs) [69]. From the ontological point of 

view, ontology quality is the fitness of the representa-

tion of the domain knowledge for its intended use 

[52,98]. Therefore, the quality characteristics which 

are to be achieved by ontologies should be specified 



 

 

 
Table 12 

The respective characteristics discussed in each of the selected approaches with the evaluation aspects 
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Evermann et al. 

[70], 2010 

 x                    

Ma et al. [152], 

2010 

   x                  

Djedidi et al. 

[121], 2010 

 x  x  x  x              

Tartir et al. [138], 

2010 

 x  x                  

Oh et al. [134], 

2011 

   x                  

Duque-Ramos et 

al. [6], 2011 

x x x x x x x  x x x      x x x x x 

Murdock et al. 

[73], 2011 

      x      x         

Bouiadjra et al. 

[2], 2011 

 x    x  x          x    

Ouyang et al. [82], 

2011 

   x  x                

Gavrilova et al. 

[143], 2012 

 x                    

Schober et al. [45], 

2012 

       x              

Haghighi et al. 

[116], 2013 

  x  x x x    x      x     

Neuhaus et al. 

[52], 2013 

x      x x x x x      x     

Sánchez et al. [44], 

2014 

 x                    

Poveda-Villalón et 

al. [97], 2014 

x  x   x x x            x  

Alexopoulos et al 

[114], 2014 

      x               

Rico et al. [98], 

2014 

x  x  x x x               

Batet et al. [86], 

2014 

 x                    

Lantow [31], 2016  x  x                  

McDaniel et al. 

[94], 2016 

              x       

Hnatkowska et al. 

[27], 2017 

  x  x x                

Zhu et al. [60], 

2017 

x x x x x x x         x x x    

Tan et al. [59], 

2017 

x  x      x x            

Ashraf et al. [66], 

2018 

 x x   x     x           

McDaniel et al. 

[95], 2018 

x x    x x x x x     x  x     

Kumar et al. [132], 

2018 

 x  x  x                

Demaidi et al. 

[104], 2019 

     x                

Amith et al. [85], 

2019 

x x     x  x x     x       

Franco et al. [89], 

2020 

 x                    

 



 

 

with respect to the intended needs in the specified 

context of use. Based on this fact, it can be stated that 

all the characteristics presented in Table 6 are not 

equally important for all contexts of use. However, 

the characteristics such as compliance, internal con-

sistency, external consistency, coverage, accuracy, 

functional completeness and timeliness can be viewed 

as core characteristics that are required for ontologies 

regardless of the context of use. In addition to these, 

there are a set of characteristics that are necessary to 

achieve through an ontology with respect to the in-

tended needs and those characteristics should be 

properly identified. For instance, when considering 

the ontology-based decision support system in agri-

culture, relevancy is a crucial factor as stated in [17]. 

Moreover, the authors in [154] have exemplified that 

the modularity characteristic is not applicable to all 

ontologies and it depends on the needs of users and 

applications. In addition to that, authors in [77,98] 

have stated that conciseness of ontologies is not a 

required characteristic when an ontology is modeled 

for extensive coverage of the domain. Accordingly, it 

can be understood that the necessary and sufficient 

quality characteristics for an ontology should be iden-

tified in relation to the needs of the considered use 

case (i.e., the context of use) [77,98]. Then, these 

identified characteristics should be assessed across 

the ontology development life cycle [52]. 

7. Important gaps identified through the survey 

In light of our survey, the important research gaps 

further to be investigated have been identified such as 

(i) the absence of relational quality models for ontol-

ogies, (ii) the lack of systematic approaches for on-

tology quality specification and evaluation (iii) the 

lack of detailed guidelines for selecting the correct 

modeling choices at the conceptual level (iv) the lack 

of methods and tools for assessing the extrinsic quali-

ty. The subsequent sections further explain these im-

portant gaps with the possible solutions. 

 

 

7.1. Relational quality models for ontologies 

It is vital to explore dependencies between the char-

acteristics as one characteristic may affect another 

characteristic either negatively or positively. Up to 

now, there are no relational (i.e., non-hierarchical) 

models that show the correlations among ontology 

quality characteristics. However, significant discus-

sions on certain characteristics and attributes have 

been made in the literature. Evermann et al. [70] stat-

ed that the searching time is increased when the cate-

gory size (i.e., the number of instances per class) and 

semantic distance are high. Moreover, the authors in 

[44,86] have used complexity attributes: semantic 

variance of the taxonomies depth and breadth for 

evaluating semantic accuracy as they are positively 

correlated, which was verified in [88]. Franco et al. 

[89] have analyzed the correlation between structural 

measures. This is useful for researchers to reduce the 

number of measures to be examined in the quality 

evaluation by omitting the measures that show the 

same impact.  Additionally, in the context of seman-

tic descriptions of web services, Zhu et al. [60] made 

possible assumptions such as; (i) conciseness, struc-

tural complexity, and modularity affect adaptability; 

(ii) conciseness would reduce the complexity of ser-

vice descriptions; (iii) efficiency may be reduced if 

the structural complexity is higher. Similarly, 

Sánchez et al. [44] claimed that reliability is relative-

ly high when an ontology consists of more topologi-

cal features. However, valid empirical evidence is 

required to confirm such correlations. For instance, it 

has been declared that tangledness negatively affects 

computational efficiency in [8], however, Yu et al. 

[77] empirically proved that ontology tangledness 

positively impacts efficiency when an ontology is 

specified for browsing articles. Thus, it is required 

more empirical evaluations to confirm the correlation 

between the characteristics instead of superficial in-

vestigations [47]. Furthermore, empirically validated 

relational models for ontologies are essential that can 

be used as a foundation for future research rather than 

performing experiments from the beginning and over 

again. 

 

7.2. Lack of systematic approaches for ontology 

quality specification and evaluation 

Although quality evaluation is considered as a 

phase of ontology development methodologies 

[34,90,100,137], it is an iterative process that should 

be started from the requirement analysis and specifi-

cation phase. For example, quality assessment con-

sists of several activities such as; the identification of 

intended needs through stakeholder discussions (i.e., 

requirement specification), elicitation of quality re-

quirements from the identified needs (i.e., quality 

specification), prioritizing the quality requirements, 

specifying quality characteristics (i.e., intrinsic and 

extrinsic aspect) and performing quality assessment 



 

 

across the development [21,49,98]. When carrying 

out these activities, having a systematic approach is 

beneficial that can assist ontology developers to iden-

tify the quality characteristics and measures relevant 

to the intended needs. Then, to select the appropriate 

evaluation methods and tools for assessing character-

istics. Based on our survey, a few contributions that 

cover a part of the ontology quality assessment pro-

cess were identified. For instance, ROMEO method-

ology provides a set of guidelines for specifying in-

trinsic quality characteristics and measures after iden-

tifying the ontology extrinsic requirements [77]. The 

authors in [24] have discussed the specification of 

measures associated with the selected ontology char-

acteristics such as accuracy, completeness, consisten-

cy and uniqueness (i.e., conciseness). Moreover, 

there are several evaluation approaches (i.e., applica-

tion-based, data-driven, golden standards and expert-

based) as presented in survey papers [67,75,84,151]. 

These approaches discuss the techniques of ontology 

evaluation that usually can be performed after ontol-

ogy development. In addition to that, ontology meth-

odologies and design patterns provide guidelines for 

modeling well-designed ontologies as discussed in 

Section 3. However, none of the methodologies dis-

cusses quality specifications in relation to intended 

needs and their evaluation in detail.  

Due to the lack of a systematic approach that co-

vers ontology quality specification and evaluation, it 

is difficult for inexperienced developers to identify a 

proper set of characteristics related to the considered 

use cases and to select appropriate methods and tools 

for evaluation [50,84,98,127]. Thus, in turn, the fol-

lowing pitfalls can occur (i) quality evaluation is lim-

ited to the frequently discussed characteristics such as 

functional completeness (i.e., expressiveness), con-

sistency, and practical usefulness [5], and in turn (ii) 

essential quality characteristics which are required for 

a considered context of use in the domain may get 

ignored [5,98,127] and (iii) inappropriate evaluation 

approaches/methods and tools for a considered con-

text can be selected. To this end, the derived concep-

tual quality model through this survey helps to pro-

vide an understanding of the possible characteristics 

associated with ontology evaluation aspects (i.e., in-

trinsic and extrinsic). Thereby, it supports preventing 

pitfalls (i) and (ii). However, it is worth having a set 

of formal guidelines that supports ontologists to sys-

tematically specify the extrinsic and intrinsic charac-

teristics of an ontology in relation to the intended 

needs of the system that the ontology is integrated 

with [52]. Thereafter, to identify the appropriate 

evaluation methods and tools for a considered use 

case. 

 

7.3. Lack of detailed guidelines for selecting the 

correct modeling choices at the conceptual level 

As explained in Section 3 (i.e., Ontology develop-

ment methodologies and design patterns), the effec-

tiveness of the steps taken to construct an ontology 

could potentially have an impact on the quality of the 

ontology. Particularly, the modeling choices that on-

tology developers choose during the ontology design 

phase affect the ontology quality. If simple examples 

for modeling choices in ontology development are 

provided, a modeling choice might be deciding 

whether to represent a concept as a class or as an in-

dividual [90,107]. Another modeling choice could be 

determining the appropriate relationships between 

different concepts, such as "part of" or "subclass of" 

[90,107]. These decisions depend on the intended use 

of the ontology, the domain of application, and the 

available resources and knowledge. However, if these 

modeling choices are not properly selected to model 

the ontology, then ontology will become inconsistent 

either extrinsically or intrinsically [39,55,129]. This 

issue has further been discussed in [129]. For exam-

ple, the authors in [39] have explained the problems 

that occurred in applying inappropriate modeling 

choices when developing the Data Mining OPtimiza-

tion Ontology (DMOP) and how the problems were 

resolved using good modeling choices. The authors in 

[55] explain how the incorrect semantic association 

among classes was solved using a well-founded mod-

eling solution introduced in OntoUML. Furthermore, 

the study of Terkaj et al. [150] demonstrates how 

several modeling options can be employed depending 

on the engineering requirements in the manufacturing 

domain. Although there are research studies like 

these to understand the good modeling options relat-

ed to the selected use cases, their recommendations 

are only applicable to a few domains. Not only that, it 

is important to assess the chosen modeling options to 

make sure they produce good-quality ontologies. In 

this situation, it is useful to have guidelines for select-

ing the best modeling choices [55]. However, produc-

ing such guidelines is challenging and requires analy-

sis of how the various modeling options have been 

used in successful use cases. Moreover, it is also fea-

sible to examine the benefits and drawbacks of using 

those modeling options and discuss their effect on 

producing a quality ontology. This remains an open 



 

 

topic that interested researchers can further investi-

gate. 

 

7.4. Lack of methods and tools for assessing the 

extrinsic quality 

The use of methods and tools makes the ontology 

evaluation process easy and reduces the cost of man-

ual evaluation [110,151]. Based on the analysis of the 

related survey papers and literature reviews 

[16,97,110,111,140,151], it has been observed that 

several methods and tools have been introduced to 

support ontology quality assessment. Table 13 sum-

marizes a set of tools/methods and the evaluation 

aspects that each tool/method has covered. Based on 

that, it can be understood that limited work has been 

carried out related to the extrinsic aspect. Moreover, 

the survey performed in [111] analyzed thirteen tools. 

The results of that survey [111] also have shown that 

a few tools such as OntologyTest [130], COLORE 

[91], and Open Link Virtuoso support [112] assess 

the domain extrinsic characteristics/attributes. None 

of the selected tools in that survey has focused on the 

application extrinsic aspect. Specifically, it has been 

highlighted that the functions: assessing query time 

performance (i.e., efficiency), validating the applica-

tion requirements of the system that the ontology is 

integrated in, and assessing user experience with on-

tologies (i.e., quality in use) have not been considered. 

Accordingly, it is evident that introducing tools and 

methods for extrinsic quality evaluation are still open 

for future research. 

 
Table 13  

Preliminary analysis of methods and tools 

Tool/Method Topic Characteristics/Attributes Aspects 

RDF Validation 
Service [149] 

Tool: syntax validator Language compliance Structural Intrinsic 

OWL Validator [92] Tool: syntax validator Language compliance Structural Intrinsic 

OntoAnalyser 

[15,153] 

Plug-in (i.e., OntoEdit): for language 

conformity and consistency analysis 

Compliance and Internal Consistency Structural Intrinsic 

OntoKick [153] Plug-in (i.e., OntoEdit): requirements 

specification and evaluation 

Accuracy and functional completeness Domain Extrinsic 

OntoClean [108] Method: for validating the ontological 

adequacy of taxonomic relationships 

External Consistency Domain Intrinsic 

OntoQA [139] Tool: for metric-based ontology quali-

ty analysis 

Complexity: relationship richness, attribute 

richness, inheritance richness, class richness, 

Average population, fullness. 
Modularity: cohesion, importance, connectivity, 

instance relationship richness, etc.  

Structural Intrinsic 

Unit Test [48] Method: for analyzing unwanted 

changes and side effects during the 
maintenance 

External Consistency and Accuracy Domain Intrinsic and 

Domain Extrinsic 

S-OntoEval tool 

[124] 

Tool: ontology quality analysis Complexity, Modularity, Internal Consistency, 

External Consistency, Comprehensibility 

Structural Intrinsic and 

Domain Intrinsic 

OntologyTest [130] Tool: for checking ontology function-
al requirements 

Accuracy and Functional completeness Domain Extrinsic  

OntoCheck [45] Plug-in (i.e., Protégé): for verifying 

annotations and naming conventions 

Comprehensibility Structural Intrinsic 

attributes that are 

complementary to the 

domain intrinsic aspect 

have been automated. 

XD analyzer [51] Plug-in (i.e., NeOn Toolkit): for veri-
fying annotations and naming conven-

tions 

Coverage: isolated entities, missing types, miss-
ing domain or range in properties, missing in-

verse, 
Comprehensibility: instance missing labels and 

comments, unused imported ontologies 

Structural Intrinsic 
attributes that are 

complementary to the 
domain intrinsic aspect 

have been automated. 

Copeland et al 

method [101] 

Method: for ontology regression test Internal consistency and External Consistency Structural Intrinsic and 

Domain Intrinsic 

RepOSE8 [120] Tool: for detecting and repairing 

defects in ontologies and alignments 

Compliance and External Consistency Structural intrinsic and 

Domain Intrinsic 

 
8 RepOSE: https://www.ida.liu.se/~patla00/research/RepOSE/ 



 

 

OOPs9 [97] Tool: for common pitfalls detection 

(i.e., pitfalls have been numbered as 
P01, P02, … P041 in [95]) 

Compliance: e.g., P34, P35 and P38. 

Consistency: e.g., P05, P06, P07, P19 and P24. 
Coverage: e.g., P04, P10, P11, P12 and P13. 

Conciseness: e.g., P02, P03, P21 and P32. 

Comprehensibility: e.g., P08, P20 and P22. 
Availability: e.g., P36 and P37. 

Structural Intrinsic, 

Domain Intrin-
sic/Extrinsic and Ap-

plication Extrinsic 

(i.e., only automated 
structural intrinsic 

metrics) 

OntoMetric10 

[30,31] 

Tool: for metric-based ontology quali-

ty analysis 

Complexity: basic metric, knowledge base 

metric 
Modularity: graph metrics, class metrics 

Comprehensibility: annotation metrics 

Structural Intrinsic and 

Domain Intrinsic (i.e., 
only automated struc-

tural intrinsic metrics) 

OntoDebug [80] Plug-in (i.e., Protégé): for ontology 
inconsistency debugging  

Internal Consistency Structural Intrinsic 

DoORS11 [95] Tool: metric-based ontology quality 

analysis 

Compliance, External Consistency, Concise-

ness, Comprehensibility, Accuracy, Relevancy, 

and Credibility 

Structural Intrinsic, 

Domain Intrinsic and 

Domain Extrinsic 

OntoKeeper [85] Tool: for metric-based ontology quali-

ty analysis 

Compliance: lawfulness, richness, Conciseness, 

Comprehensibility, Accuracy, Relevancy, and 

Credibility 

Structural Intrinsic, 

Domain Intrinsic, and 

Domain Extrinsic 

Delta [57] Tool: for ontology quality analysis 
(i.e., adopted OntoQA metrics and 

used OOPs as an external plug-in) 

Complexity, Modularity Structural Intrinsic  

 
9 OOPS!: https://oops.linkeddata.es/ 
10 OntoMetric: https://ontometrics.informatik.uni-rostock.de/ontologymetrics/ 
11 DoORS: https://owlparser.herokuapp.com/ 

8. Conclusion and future works 

The findings of a systematic review of ontology qual-

ity assessments were reported in this article. The re-

view considered thirty (30) papers published from 

2010 to 2020 and six (06) milestone papers published 

before 2010 including four (04) other significant pa-

pers. As a result, around forty (40) papers were re-

viewed in total (see Appendix A). The main contribu-

tion of this article is that we proposed a quality model 

for ontology quality assessment (see Table 6) with 

formalized definitions of the characteristics and relat-

ed measures. Nineteen characteristics were discov-

ered primarily in relation to the four aspects of the 

ontology evaluation space. Out of these nineteen 

characteristics, timeliness was linked to two addition-

al characteristics: currentness and volatility. Thus, 

altogether twenty-one definitions were derived. The 

proposed quality model (see Table 6) would provide 

an underpinning for ontology quality assessment and 

further experiments are required for a more complete 

model with a balanced set of characteristics, thereby 

it can be adapted for any domain with minimum 

amendments. Additionally, it is vital to empirically 

explore the effect (i.e., positive, negative) of changes 

in one characteristic to another that has not been so 

far discussed. Instead of that, currently, researchers 

have made assumptions about the correlation between 

the characteristics that cannot be acknowledged with-

out rigorous experiments as they can be varied in the 

context where the ontology is built for. Based on the 

comparison of the previous works, it can be observed 

that none of the quality models and approaches cov-

ered all characteristics in the ontology aspects, never-

theless, a wide range of characteristics have been 

discussed in OQuaRE [6]. However, it does not sup-

port evaluating the semantic features of an ontology 

and the proposed attributes are subjective. Moreover, 

there is limited evidence related to the quality evalua-

tion in the extrinsic aspect of ontologies, thus, more 

research on the extrinsic edge is required. In the next 

step, the aim is to empirically evaluate a set of ontol-

ogies that are modeled for a specified task with the 

identified characteristics and afterward, to propose a 

systematic approach for ontology quality specifica-

tion and evaluation concerning a use-case in a select-

ed domain. 
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