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Abstract. Link prediction using knowledge graph embedding (KGE) is a popular method for completing knowledge graphs.
Moreover, training KGEs on non-English knowledge graphs can enhance knowledge extraction and reasoning within the context
of these languages. However, several challenges in non-English KGEs hinder the learning of low-dimensional representations
for a knowledge graph’s entities and relations. This paper proposes "Farspredict," a Persian knowledge graph based on Farsbase,
the most comprehensive Persian knowledge graph. It also explains how the knowledge graph structure affects link prediction
accuracy in KGE. To evaluate Farspredict, we implemented popular KGE models on it and compared the results with those of
Freebase. After analyzing the results, we carried out some optimizations on the knowledge graph to improve its functionality
in KGE, resulting in a new Persian knowledge graph. The implementation results of KGE models on Farspredict outperformed
Freebase in many cases. Lastly, we discuss possible improvements to enhance the quality of Farspredict and the extent to which
it improves.
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1. Introduction

Knowledge graphs have received much attention in recent years due to their applications, which of-
fer significant economic benefits. A knowledge graph contains the knowledge obtained from various
sources, including texts and tables. It has numerous applications in natural language processing and has
been investigated as a potential reasoning source for explainable artificial intelligence.

Although the impact of creating knowledge graphs in non-English languages has been explored re-
cently, little attention has been paid to preparing a suitable knowledge graph for use in the link prediction
field.

At the same time, one of the main reasons why significant progress has not yet been made in Persian
reasoning, recommendation systems, and other similar fields is the lack of a proper knowledge graph in
these languages. Although some attempts have been made to construct a Persian knowledge graph, the
most successful one is the Farsbase project. However, by applying Farsbase for link prediction through
KGE models, we realized that it is too weak to be used for link prediction.

In the approach to state-of-the-art link prediction methods, we come to KGE methods. These meth-
ods were introduced with TransE, which falls into translational distance models. After TransE [6], the
TransH [44], TransD [17], TransR [20] models, and many other methods that improved TransE and its
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other models. These methods convert triples into vectors and predict the new triple in the Freebase and
WordNet graphs by considering the location of the embedded vectors. Almost another group of models
known as semantic similarity emerged simultaneously with the translational distance models, including
RESCAL [29], DistMult [46], HolE [30], and ComplEx [40]. Similar to the previous category, these
models mostly use Freebase and WordNet datasets and apply matrix decomposition techniques to em-
bed existing triple components and predict new triples. The latest and most widely used category of link
prediction models in KGE methods is deep learning methods.

Despite the acknowledged importance of Persian datasets, they are rarely used experimentally for link
prediction. Therefore, considering the practical application of these link prediction methods, we decided
to survey the implementation of these models on non-English and particularly Persian knowledge graphs.
Unfortunately, we found only a few studies in low-resource languages and no studies in Persian.

This study aims to develop a Persian knowledge graph for link prediction and use it through the KGE
models for knowledge graph completion as a valuable knowledge reference and obtain embedded vectors
to be applied in Persian applications. Therefore, this paper presents a set of steps to make changes in
Farsbase and create a standard knowledge graph for link prediction. Based on this set of steps, it then
describes the implementation of the KGE models on the prepared knowledge graph to determine the
reliability of this dataset in this field.

The paper is structured as follows: Section 2 discusses the related works, while Section 3 details the
proposed three-step standardization of our Persian knowledge graph and the implementation of the KGE
models. Section 4 presents the experiments conducted on Farspredict and the results obtained, which are
further analyzed in Section 5 for quality. The paper concludes in Section 6, along with a discussion on
future research scope.

2. Related Works

Since knowledge graphs are created to understand and reason with human languages, human knowl-
edge needs to be represented, stored, and extracted in a form that computers can process. Knowledge
graphs have been developed as a knowledge base for entities and relations among these entities. How-
ever, they have a limitation in coping with most human languages.

On the other hand, KGE has provided extraordinary progress in representation over the years, but
many still need to apply it to real datasets. The size, intricacy, and variety of these datasets significantly
challenge their utilization.

Several partly human efforts have been invested in making KGs available across languages [19] [48].
However, even well-known KGs, including DBpedia [3], Wikidata [41], YAGO [39], Freebase [5], Ba-
belNet [27], and Google knowledge graph [11], are most abundant in their English version. This lack
of a multilingual knowledge graph limits the porting of natural language processing (NLP) tasks, such
as link prediction, question answering, and recommendation systems, to different languages. However,
several attempts have been made to construct knowledge graphs in other languages; examples are given
below. The remarkable thing about these knowledge graphs is that there is no report indicating the use
of these items in KGE and link prediction.

XLore [43] is an English-Chinese bilingual knowledge graph that enriches Chinese knowledge using
online wikis. XLore’s authors tried to cover semantic inconsistency between concepts, not equivalent
cross-lingual entity linking problems. XLore2 [18] is an XLore extension established to eliminate the
incompleteness of the dataset by adding facts via making cross-lingual knowledge linking, cross-lingual
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property matching, and fine-grained type inference. Another non-English knowledge graph is Lynx [26].
The legal knowledge graph in the multilingual European knowledge graph is part of a big project for
innovative compliance services. The Lynx project benefits from the technology-driven content product
of KDictionaries, which developed quality lexicographic data in 50 languages. In addition, HOLINET
[31] is a holistic KG for French, PolarisX [51] is an automated expansion KG, RezoJDM [24] in French,
and VisualSem [1] is a visual multilingual knowledge graph.

Due to the increasing applications of knowledge in various aspects of human life, downstream requests
are increasing, and the number of specific knowledge graphs is also growing. To clarify this article, we
will explain some examples of these applications below.

The cultural heritage Chinese knowledge graph [13] provides updated information to its users and
can grow over time. Another article in the Chinese language [21] collects information automatically with
a crawler and uses machine learning tools to build the graph. Research by Marchand et al. [22] includes
information on the cultural heritage of the province of Quebec in French. Bruns et al. [8] discuss efforts
to preserve the culture of Nuremberg, while Tan et al. [38] present research on protecting the spread of
book heritage in German. Arco [9] is another European knowledge graph in the Italian language, which
is a product of a Cultural Heritage project that includes software, a documentation report, and other
components.

Medicine Zheng and his colleagues created a particular purpose knowledge graph called TCMKG
[53] to preserve traditional Chinese medicine. The COVID-19 pandemic inspired the construction of a
knowledge graph based on the spatial distribution of the disease in the article by Yang et al. [47]. Other
research, such as Feng et al. (2022) and Sakor et al. [15] and Sakor et al. [49] have also built knowledge
graphs based on the distribution of the COVID-19 vaccine and disease. The content of these datasets
is primarily obtained by establishing countries with research and development teams working on the
vaccine and extracting entities and relations from them.

Other applications In addition to the examples mentioned above, there are other datasets in vari-
ous applications. For instance, WeaKG-MF [4] is a knowledge graph that contains meteorological data
collected in French. There is also a particular knowledge graph for solving electrical device problems
through question answering in Chinese [23]. The European Union has a knowledge graph containing
information from various data sources [36], and Mishra et al. [25] developed a specific knowledge graph
for the tourist industry. Finally, Zehra et al. [52] provide an automatic query engine to find hidden rela-
tionships between financial documents.

In addition to the mentioned knowledge graphs, CAMS_KG [7] is a morpho-semantic knowledge
graph that combines Ghwanmeh stemmer and MADAMIRA to support Arabic knowledge representation
and information retrieval. Since Arabic is one of the languages closest to Persian, this study is essential.
Besides, the last and most crucial non-English knowledge graph for us is Farsbase [2]. Farsbase is
the first Persian knowledge graph for extracting knowledge from multiple sources. It obtains a rich
knowledge graph from popular sources, including Wikipedia and online sites. Although this excellent
knowledge graph is the primary source of the present research, it has some problems when used in the
link prediction field.

Although many projects have been done to create non-English or multi-language knowledge graphs,
no reliable Persian knowledge graph was found for link prediction. To the best of our knowledge, the
literature has yet to discuss a Persian knowledge graph using knowledge graph representation and link
prediction using the KGE models.
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Although modern techniques exist for constructing knowledge graphs from primary sources such as
text and tables, they often contain incomplete information. To extract knowledge from them, methods
such as link prediction are needed to complete the graph.

The KGE models are a way to embed a knowledge graph in a vector space while retaining its main
properties. These models are divided into three main categories, some of which are briefly discussed
below. In these models, a triple is proposed to be added to the knowledge graph to complete the dataset
through link prediction techniques, such as negative sampling [50].

Translational distance models are the first group of embedding models, in which each of the three
elements (head, relation, and tail) is considered as a vector in the embedded space according to the
chosen specific model, and the space of the elements can be shared or separate [42]. The first model
in this category is TransE [6], which has achieved remarkable success. The scoring function used in
this model is h + r ≈ t. The main disadvantage of this model is that it covers only 1-to-1 triples. Other
models include TransH [44], TransR [20], TransD [17], and several other models that try to solve this
problem and improve the efficiency of TransE results and its other models.

Semantic matching models are based on semantic similarity matching and the relations between
entities through the scoring function. Scoring functions in this model are essential in identifying new
triples and introducing them to the knowledge graph. The first model in this set is RESCAL [29], in
which entities are considered vectors, and the relations between these entities are matrix. Other models
in this category try to improve the performance of the RESCAL model, such as DistMult [46], HolE [30],
and ComplEx [40]. In these models, relational data is modeled as a three-way tensor X of size n×n×m,
where n is the number of entities, and m is the number of relations. This knowledge representation
model limits the scope of knowledge graph completion within the knowledge graph and cannot predict
new knowledge beyond the knowledge graph.

Neural network models use deep neural network tools to learn the ternary model in a knowledge
graph. Then, through the exploratory structure, propose new triples and complete the knowledge graph.
One of the first methods to embed the knowledge graph based on deep learning is the ProjE model
[34], in which entities and relations between them are embedded seamlessly and cohesively. This model
emphasizes reducing the number of parameters, leading to less time complexity and less computation.
Other models in this category include ConvKB [28], ConvE [10], RotatE [37], SACN [32], and many
more. The deep neural network models have shown good predictive performance, even if they are more
expensive and time-consuming compared to other categories.

In this research, Farsbase is considered a primary dataset on which the KGE models are implemented.
The results of an empirical study showed that Farsbase has some inconsistencies to be used in link
prediction and has brought the idea of making a new knowledge graph for KGE models-based link
prediction.

3. Persian knowledge graph construction

Knowledge graphs are valuable resources that provide the possibility of extracting knowledge from
textual sources. They are also used as a data reference for many technologies, including question-
answering systems, recommender systems, and knowledge management. Therefore, this type of data
reference is necessary for every language. Farsbase, as the first Persian knowledge graph, is a rich source,
but it could be more effective for use in link prediction and completing the knowledge graph. Its short-
comings cause knowledge extraction to be disturbed. The process used to create the new knowledge
graph is discussed in this section.
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Two hypotheses have been proposed in studies on the structure of graph knowledge and knowledge
graph embedding through multiple models. The first hypothesis is that creating a standard knowledge
graph in the Persian language can yield link prediction results similar to those of KGE models. The
second hypothesis is that deep learning methods have shown good performance in knowledge graph
embeddings, and by implementing deep learning models on the obtained Persian knowledge graph,
better accuracy can be achieved in link prediction compared to other methods.

To implement KGE models on the Persian dataset and evaluate its performance, we used the OpenKE
framework that contains various graph knowledge embedding models [16]. At the time of writing this
article, the source code of this framework is open and includes nine valid KGE models. The framework
has been used in research and implementation on two datasets, Freebase [5], and WordNet [14]. We
implemented the models from this framework on Farsbase graph knowledge. However, the results were
significantly weaker than those reported in the articles related to the embedding models of the knowledge
graph. To address these shortcomings, we created a new Persian knowledge graph called Farspredict for
link prediction based on the Farsbase dataset. In the following section, we will describe the specifications
of Farsbase and introduce Farspredict.

3.1. Farsbase Specifications

To obtain embedded vectors of the knowledge graph for link prediction, we need to implement the
KGE models on our Persian knowledge graph. As Farsbase is the first Persian knowledge graph, we
used this dataset to obtain the embedded knowledge graph. However, it was necessary to prepare a
version of the knowledge graph to do this. The first change was related to the ontological structure of
Farsbase. We needed triples with two entities and a relation between them, not properties or anything
else. The specifications of this version are listed in Table 1.

Table 1
Specifications of a version of the Farsbase Knowledge Graph

Dataset # relations # entities # triples
Farsbase 7378 541927 2398999

Despite being a rich Persian knowledge graph compiled from unsupervised and unstructured texts,
many of the triples in Farsbase do not represent factual information and lack inferential value. Moreover,
a substantial portion of the relations in Farsbase has only a few associated facts. Specifically, 71% of
relations have fewer than 100 facts, and many of them are limited to only one fact per relation type. This
results in a knowledge graph that is both large and sparse.

The next step in providing a representation of the Persian knowledge graph and comparing the results
with standard datasets is to implement OpenKE models on the proposed version of Farsbase. To imple-
ment KGE models, we divided this version of the dataset extracted from Farsbase into three sections:
training, testing, and validation, and then applied the KGE models to them. In this phase, we allocated
10% of the dataset for the validation dataset, 20% for the testing dataset, and 70% for the training dataset.
We applied six translational distance models, including TransE, TransH, TransR, TransD, TransG [45],
and TransM [12], as well as four models of semantic matching models, namely RESCAL, HolE, Com-
plEx, and DistMult. The output is based on two metrics, Hits@10 and Mean Rank achieved. The mean
rank is the average rank for all predicted triples within each model ((1 + n))/2, and the proportion of
testing triples whose ranks are not larger than 10 is HITS@10. This is called the “Raw” setting. When
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we filter out the corrupted triples in the training, validation, and testing datasets, it is called the “Fil-
ter” setting. If a corrupted triple exists in the knowledge graph, ranking it before the original triple is
acceptable. A higher HITS@10 and a lower mean rank mean excellent performance.

The results obtained from implementing the models on Farsbase are significantly weaker compared to
the same models on the Freebase and WordNet datasets. This can be attributed to the fact that the degree
of nodes in the Farsbase graph is highly uneven, with many entities and relation types appearing in only
one triple, while only a small number of entities have a degree greater than 30,000. As explained in the
"Related Works" (Section 2), the Farsbase dataset was prepared in RDF format and is a rich source of
the first Persian knowledge. However, it is not yet suitable for implementing link prediction applications
and can only be used as a reliable data source.

3.2. Farspredict

To validate Farsbase for link prediction, we needed to make changes to the dataset to make it suit-
able for use with KGE models. The process we used to create a standardized knowledge graph called
Farspredict was simple, rapid, and reliable. The process involved the following steps.

These modifications are made based on KGE models to enable the use of knowledge graphs in link
prediction. The removal of images or hyperlinks is done for this purpose, indicating that the presence of
an image or hyperlink does not comply with the properties of the knowledge graph.

The standardization process for Farspredict consists of three parts.
The first part involves modifying the content of the triples. Some entities are in English or Arabic,

while others contain non-textual items. To prepare the content in this section, two correction steps are
presented. In the first step, entities in collected triples, images, or URLs are removed. In the second
step, non-Persian entities and relation types are removed. For example, "isA" and "isRelatedTo" in the
knowledge graph are correct as a triple in the knowledge graph, but they are omitted because they are
non-Persian. The same procedure is applied to entities in non-Persian languages. After the implementa-
tion of this section, the number of triples decreased to 1.5 million.

Part Two Graph Structural Modification The existing graph is disconnected and has single nodes up
to this point. We follow the following two steps to optimize the structure. Step 1: Evaluate the graph
to find the number of unrelated subgraphs. At the end of this evaluation, it was found that this graph
consists of 48 components, with the largest subgraph accounting for 99.87% of all triples in the graph.
Step 2: We remove small subgraphs and single nodes.

Part three Content Modification in the Knowledge Graph In addition to being irregular, the graph
obtained from the previous sections shows that the number of triples of different relation types is widely
varied. To regularize the graph and distribute the triples better in the graph, we present five optimization
levels in this section, and the order of execution is significant. Level One: We calculate the number of
triples of each relation type. Level Two: We remove less than 100 triples for each relation type. Level
Three: We remove the triples containing the deleted relations. Level Four: We remove isolated nodes
(incoherent components) due to removing relations. Level Five: We remove the entities and relations
that no longer exist during graph standardization and triple elimination from the entities and relations
repository.

These steps are shown in Algorithm 1 and Figure 1.
After following the standardization steps, the first version of the new dataset, Farspredict, was created.
However, the implementation results were still below expectations and weaker than the Freebase re-

sults. Further examination of the graph revealed that there were chains in some parts of the current
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Algorithm 1 Knowledge graph standardization
Require: Knowledge graph Farsbase,dts, Farspredict
Require: head h, tail t, relation r, triple tp, ent[], rel[]

1: while tp in Farsbase do
2: if t and h in ent [] then
3: dts = dts ∪ tp
4: end if
5: end while
6: Subgraphs = cgSpan [33](dts)
7: set FarsPredict = biggest subgraph in Subgraphs
8: Remove images and U RLs from ent[]
9: Remove non Persian r from rel[] and t, h from ent[]

10: Repeat lines 6 and 7
11: while r in rel[] do
12: if tp(r) < 100 then
13: Remove r from rel[]
14: Remove tp(r)
15: end if
16: end while
17: while e in ent[] do
18: if factchecker[35] (e) < 5 then
19: Remove e from ent[]
20: Remove tp(e)
21: end if
22: end while
23: Repeat lines 6 and 7
24: Return Farspredict

graph. To reduce graph chains, we removed entities with less than five connections (entities connected
to less than five other entities) from the dataset. Finally, the specifications of the second version of the
Farspredict knowledge graph were determined, as shown in Table 2.

Table 2
Specifications of the final version of the Farspredict

Dataset # relations # entities # triples
Farspredict 392 107827 622287

4. Experiments and Results

In this section, we describe the experiments conducted on KGE models using a Persian knowledge
graph to generate embedded vectors of triples. It is expected that after going through the steps of con-
structing the Persian knowledge graph in the previous section, significant progress will be made, and the
prerequisites for link prediction will be provided.
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Fig. 1. Standardization Schema

We compared the knowledge graph created in Section 2 with the benchmark datasets. The ratio of the
number of entities to the number of relation types in Freebase and Farspredict indicates that the new
graph is sparse, and there are relation types with low frequency.

After implementing the KGE models on the Farspredict knowledge graph, the results were found to
be weaker than expected, and even weaker than the Freebase results. Upon further examination of the
graph, it was discovered that some parts of the graph contained chains. To address this issue, entities
with fewer than five degrees (i.e., entities connected to fewer than five other entities) were removed from
the dataset to reduce the chains in the graph.

Human evaluation First, we randomly select 1000 triples from Farspredict, remove the tails of these
triples, and give the incomplete triples to three human experts with basic knowledge of knowledge
graphs. The results obtained from the human evaluation are 95.1%, 93.4%, and 93% accurate. The high
average of 93.83% demonstrates that the dataset triples are mostly understandable to humans.
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Application by link prediction KGE models need to be implemented on the Farspredict knowledge
graph to be examined. We used the OpenKE framework to access KGE models and implemented them
on both Farspredict and Freebase datasets. The results are presented in Table 3.

Table 3
Execution of KGE models on the final version of Farspredict

Mean Rank Top10
Models Raw Filtered Raw Filtered
TransE 3532.356 2980.389 0.318 0.374
TransH 4509.083 3958.75 0.291 0.338
TransD 4290.836 3732.386 0.294 0.343
DistMult 8176.77 7676.532 0.165 0.171
ComplEx 8228.179 7703.388 0.112 0.125
RESCAL 96559.422 96439.093 0.0004 0.0004
Analogy 9594.363 9035.328 0.21 0.223
Rotate 2327.429 1763.87 0.365 0.439
SimplE 7837.303 7338.044 0.166 0.174

As shown in Table 3, the results improved sufficiently, and the dataset results became closer to the
standard dataset in the ratio of the number of relations to the number of triples. The Persian knowledge
graph is still sparse despite general satisfaction with the results. We will use link prediction to eliminate
the sparsity of the knowledge graph and complete it.

4.1. Results

Graph connectivity was effective, at least in our experiments, but the dataset’s dispersion and het-
erogeneity, the graph’s non-uniformity, the aggregation of the triples, and the degree of the node non-
uniformity challenge any analysis and inference in the knowledge graphs.

While the only significant changes made were removing relations with less than 100 triples and entities
with less than five connections, the Raw MRR in the TransE model differed by approximately 1311. The
implementation results of the other models were also similar to TransE. Two hypotheses could account
for this difference. Hypothesis 1 suggests that the presence of entities that are rarely used in Wikipedia
reduces the likelihood of selecting a new valid triple.

Some entities cause chain formation in the graph, making the knowledge graph and inferring and tech-
nically predicting from this graph a challenging task. Since the points they earn in the scoring function
are low, they will not play a role in predicting the triples and will not be selected. These changes are
shown in Table 4 and Figure 2.

Table 4
Farsbase and Farspredict triple frequency for entities

Entity degree Farsbase Farspredict
n ⩽ 5 754432 65834
5 < n ⩽ 50 76233 2068
50 < n ⩽ 500 1273 183
500 ⩽ n 13 100
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Fig. 2. Triple numbers based on relation types. a) Farsbase, b) Farspredict

Hypothesis 2: Relations with few triples are private ones used in a specific context that cannot be
generalized to other cases. Including these types of triples can reduce link prediction accuracy. Setting a
threshold to ignore these relations can help to address the issue of the graph’s scattering and heterogene-
ity. These changes are shown in Table 5.

Table 5
Farsbase and Farspredict triples’ frequency for relations

Sum of triples in a range
#triples Farsbase Farspredict
n ⩽ 100 15810 141
100 < n ⩽ 1000 436 174
1000 < n ⩽ 10000 139 61
10000 ⩽ n 45 16

Overall, compared to standard dataset results, the results presented in Table 3 show that the mean rank
of Farspredict link prediction is higher than standard datasets. This happened while our final dataset was
approximately equal to Freebase. This difference in value in criterion “Mean Rank” could be because
Farspredict is still sparse, and the number of entities is 107827, while the number of FB15K’s entities
is 15951. Although the number of triplets is not very different, the number of entities is about 7.2 times
larger.

5. Discussion

A knowledge graph completion is a valuable technique to ensure better knowledge extraction and in-
ference. In this regard, link prediction through the KGE model is used for knowledge graph completion.
Since the lack of using this tool in the Persian language can be seen, in this study, a knowledge graph
was created for link prediction, and then its embedding was done in vector format with knowledge graph
embedding models.

The results obtained in section 3 are consistent with the outputs of the graph knowledge embedding
models on Freebase, supporting the first hypothesis that these models can be implemented on Farspredict
in a similar manner. Additionally, the results reported in Table 3 demonstrate the effectiveness of the deep
learning method, thus supporting the second hypothesis.
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In this project, we conducted a comprehensive investigation of the factors and steps involved in trans-
forming our dataset into a link prediction in the knowledge graph. We identified certain procedures for
altering the graph structure that could enhance the quality of the proposed knowledge graph for link pre-
diction. We observed that graph connectivity is a crucial factor that significantly reduces the mean rank
of KGE models. Other factors that facilitated the mean rank factor were the removal of relations and en-
tities with negligible dispersion. The positive correlation between reducing the number of relation types
and the mean rank factor is evident in our study. Our study includes the most significant prospective
analysis of link prediction on the Persian knowledge graph to date.

The embedded Persian knowledge graph and the suggested triples from link prediction can be utilized
in various fields that require knowledge extraction, such as reasoning on knowledge graphs. Previous
studies have reported on numerous multilingual knowledge graphs and KGE models, which served as
motivation for our project in Persian.

Despite the final analysis demonstrating the advantages of the new Persian knowledge graph, certain
shortcomings may be attributed to the sources used to extract the initial triples. These sources are mainly
Persian Wikipedia pages whose contents have not been validated. Additionally, similar verbs and words
may appear in various contexts, leading to potential ambiguity and errors in the extracted knowledge.

Consistent with previous studies, we observed that the number of triples in Farspredict is similar to that
of Freebase, and the accuracy of link prediction on embedded vectors is close to the results of Freebase,
and in some cases, even better.

Researchers working on knowledge graph completion may benefit from the proposed graph. We hope
that conducting additional studies and projects in this field will lead to a more robust and complete
Persian knowledge graph that can be used as a knowledge reference in artificial intelligence projects.

6. Conclusion

A Persian knowledge graph is essential in various fields, including link prediction. However, it was
found that the only Persian knowledge graph available, Farsbase, cannot meet the needs of link predic-
tion. It was concluded that the main problem with the graph structure is that it needs to be uniform, and
the triples should be evenly distributed on the surface of the graph. Besides the graph structure, remov-
ing several extracted triples from Wikipedia whose components were in other languages, such as Arabic,
and triples with two entities contributed to the structural problems in the dataset, ultimately weakening
the link prediction results. Implementing the KGE models on the latest version of the knowledge graph
shows that using KGE models for link prediction in other languages not only leads to excellent achieve-
ments but also pays attention to the quality of the knowledge graph, resulting in better outcomes than
popular knowledge graphs. Researchers working on knowledge graph completion can benefit from the
proposed graph. We hope that additional studies and projects in this field will result in a more robust and
complete Persian knowledge graph to serve as a knowledge reference in artificial intelligence projects.

Various changes in the knowledge graph dataset were evaluated by implementing KGE models and
using the mean rank and Top@10 factors as evaluation metrics. We hope that our findings will have an
impact on link prediction in Persian knowledge graphs. In future work, we plan to refine the proposed
KG by incorporating data from other sources.

Accessing the first version of Farspredict opens up opportunities for further research and implemen-
tations in this area. One potential future direction could involve establishing a relationship hierarchy
based on Schema.org as a reference taxonomy. Additionally, combining Farspredict with other valid
knowledge graphs and creating multilingual knowledge graphs could be valuable endeavors.
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The knowledge graph can be applied to any knowledge retrieval task. However, it is unclear whether
our approach can be extended to other knowledge graphs beyond those used in this study.
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