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Abstract. Taxonomies play a crucial role in organizing knowledge for various natural language processing tasks.
Recent advancements in LLMs have opened new avenues for automating taxonomy-related tasks with greater
accuracy. In this paper, we explore the potential of contemporary LLMs in learning, evaluating and predicting
taxonomic relations across multiple lexical semantic tasks. We propose novel method for taxonomy-based instruc-
tion dataset creation, encompassing multiple graph relations. With the use of this datasetwe build TaxoLLaMA, a
unified model fine-tuned on datasets exclusively based on English WordNet 3.0, designed to handle a wide range of
taxonomy-related tasks such as Taxonomy Construction, Hypernym Discovery, Taxonomy Enrichment, and Lexical
Entailment. The experimental results demonstrate that TaxoLLaMA achieves state-of-the-art performance on 11
out of 16 tasks and ranked second on 4 other tasks. We also explore LLM ability for constructed taxonomies graph
refinement and present comprehensive ablation study and thorough error analysis supported by both manual and
automated techniques.

Keywords: Taxonomy, Taxonomy Enrichment, Taxonomy Construction, Lexical Entailment, WordNet, Lexical
Semantic

1. Introduction

The Semantic Web extends the current web by enabling machines to understand and respond to complex
human requests based on the meaning (semantics) of the information, rather than just matching keywords.
Central to this vision is the structuring of data in a way that allows for meaningful interconnections between
different data points. Taxonomies, which classify and organize concepts into hierarchical structures, are
essential to this process. They provide the backbone for organizing information in a way that is both
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accessible and meaningful. By categorizing data into well-defined classes and relationships, taxonomies
facilitate the creation of ontologies, which are more complex frameworks that define the relationships
between concepts in the Semantic Web. These ontologies enable more accurate data retrieval, allowing for
richer, more nuanced interactions with web content. In essence, taxonomies serve as the building blocks
of the Semantic Web, providing the necessary structure for data. The integration of taxonomies into the
Semantic Web framework enhances the web’s ability to handle complex queries, making it a more powerful
tool for knowledge discovery and data management.

More formally, taxonomy is a directed acyclic graph that organizes concepts through various relation-
ships, with each node representing a specific concept connected to others via IS-A relations. A prime
example of such a taxonomy is WordNet for the English language [57]. WordNet not only includes nodes
but also provides definitions, multiple lemmas, and unique sense numbers to distinguish between different
meanings within the same synset.

The use of taxonomies is well-justified in various NLP tasks, including Entity Linking [24], Named Entity
Recognition [81], and several others [53, 87].

Despite the widespread adoption of LLMs, taxonomies continue to be constructed and curated primarily
through the manual efforts of expert linguists. Earlier neural approaches to natural language processing
have struggled to automate this task effectively, but this limitation may not apply to the latest generation
of LLMs. While some research has shown that Transformer models underperform in this area, these studies
were conducted using much less powerful language models than those available today [36, 67].

Recent analyses of LLMs highlight their impressive capacity to internally store vast amounts of knowl-
edge [51, 77, 80]. Additionally, as these models have scaled, they have demonstrated emerging in-context
learning abilities, enabling rapid adaptation to new tasks [28]. These observations suggest that LLMs could
be effectively leveraged for lexical semantic tasks. However, despite some previous attempts to apply LLMs
in this domain, research remains limited, and the challenges are significant. The few studies that have ex-
plored LLMs for lexical semantics have primarily focused on hyponymy and hypernymy relationships, with
little attention given to other types of graph relations [21, 63, 65]. Moreover, these studies have generally
been limited to hypernym discovery, neglecting the broader range of tasks that taxonomies can support.
For instance, research on Taxonomy Enrichment often uses LLMs only to extract representations that are
then fed into Graph Neural Networks, rather than directly employing LLMs for the full range of tasks [46].

In this paper, we aim to fill the gap in existing research by exploring how modern foundation models
can learn and apply taxonomy graph relations across multiple lexical semantic tasks. Specifically, we focus
on using a single LLM to tackle four distinct tasks simultaneously: Taxonomy Construction, Hypernym
Discovery, Taxonomy Enrichment, and Lexical Entailment. We hypothesize that contemporary LLMs,
when pretrained exclusively on the English WordNet, can effectively learn taxonomy relations by leveraging
their inherent language knowledge and align it with the established human-labeled structure.

To sum up, the contribution of the paper is as follows:

– We investigate the ability of LLMs to learn taxonomic structures and predict entities at any level
within a taxonomy.

– We introduce a novel dataset creation method that encompasses a variety of taxonomy-related sub-
tasks, including hypernym prediction, hyponym prediction, insertion between two existing nodes,
and synset mixing, expanding beyond previous setups that focused solely on hypernym prediction.

– We develop several instructional datasets based exclusively on English WordNet-3.0 for training a
taxonomy-based LLM. Additionally, we gather definitions for input words in the Taxonomy Enrich-
ment and Lexical Entailment datasets using sources like Wikidata1 and ChatGPT2.

– With the use of aforementioned dataset, we introduce TaxoLLaMA, a unified model tailored to
handle a wide range of lexical-semantic tasks, achieving state-of-the-art results in 11 out of 16 tasks
and securing second place in 4 tasks.

1http://wikidata.org
2https://chat.openai.com

http://wikidata.org
https://chat.openai.com
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– We conduct a comprehensive error analysis across all tasks using both manual and automated meth-
ods, including the evaluation of error patterns and model performance with the assistance of Chat-
GPT.

– We demonstrate the capability of LLMs to refine existing taxonomies by incorporating multiple
relationships they have learned.

We also make data, code and models publicly available.3
This work is an extended version of the work described in conference papers [59, 60]. The novelty of this

particular work compared to the previous versions is as follows:

– We examine the ability of LLMs to resolve graph cycles using learned relations and explore the
benefits of this procedure.

– We investigate how LLMs can leverage multiple relations to refine an already constructed graph.
– We explore the advantages of utilizing bidirectional relations to enhance the refinement of constructed

taxonomies.
– We extend our Taxonomy Construction results to include the Food subset.

2. Related Work

In this section, we provide a brief overview of previous approaches to the lexical semantics tasks that are
the focus of our experiments. We explore the development of graph and taxonomy construction methods
and discuss the challenges where taxonomic knowledge has shown to be particularly advantageous.

Taxonomies & LLMs research mostly had focused on encoder-based rather than GPT-style models for
taxonomy learning. Notable examples include CTP [19, 25, 36]. Most studies involving LLMs in taxonomy
construction have explored the use of models like LM-Scorer [43], which employs BERT [27] and RoBERTa
[55] among masked LMs, and GPT-2 [67] among causal LMs. These studies typically employ zero-shot
sentence probing or experiment with prompts for taxonomy learning. However, their results have not
surpassed the state-of-the-art GNN models for tasks like TexEval-2. Notably, there is a lack of research
comparing these methods to more recent open-source models such as LLaMA-2 [82] and Mistral [45] for
taxonomy-related tasks, that is the part of the current paper.

Hypernym Discovery task involves generating a list of hypernyms for a given hyponym, as illustrated in
Figure 2a. A recent contribution in this area is a taxonomy-adapted, fine-tuned T5 model introduced by
[65]. Prior to this, several approaches have been explored. The 300-sparsans method [10] improves upon
the traditional word2vec technique. The Hybrid model [37] combines the k-Nearest Neighbor method
with Hearst patterns. CRIM [11], recognized as the best performer in the SemEval competition, uses a
Multilayer Perceptron (MLP) structure with a contrastive loss function. Lastly, the Recurrent Mapping
Model (RMM) [9] employs an MLP with residual connections and a contrastive-like loss function.

Taxonomy Enrichment involves determining the most suitable position for a missing node within a tax-
onomy, addressed in SemEval-2016 Task 14 [48]. Over the past few years, various architectures have been
developed to tackle this task. TMN [92] uses multiple scoring mechanisms to identify 〈hypernym, hyponym〉
pairs for a given query concept. TaxoEnrich [46] utilizes two LSTM networks [76] to encode information
about both ancestors and descendants. Additionally, TaxoExpan [73] employs a Graph Neural Network
(GNN) [71] to predict whether the query concept is a child of an anchor concept.

Taxonomy Construction task is focused on building a domain taxonomy starting from a raw list of terms.
Previously, this task was solved with the use of GNN, such as Graph2Taxo [72] or employing zero-shot
language model for scoring pairs or mask token probability, such as LMScorer and RestrictMLM [43].
However, some approaches differ with focus on Hearst patterns boosted with Poincare embeddings for
refinement.

3https://github.com/uhh-lt/lexical_llm

https://github.com/uhh-lt/lexical_llm
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Lexical Entailment involves classifying the semantic connections between word pairs. For instance, if we
consider the term “tiger” (a hyponym), it inherently suggests the broader category “big cat” (a hypernym).

Recent research in lexical entailment includes various innovative models. SeVeN [30] encodes relationships
between words, while Pair2Vec [47] and a modified GloVe approach from [44] utilize word co-occurrence
vectors along with Pointwise Mutual Information to understand semantic connections. The LEAR model
[85], on the other hand, fine-tunes Euclidean space to better reflect hyponymy-hypernymy relationships.
Graph-based approaches, the “Global” Entailment Graph (GBL) [39] employs a GNN focusing on local
learning, while its evolution, the “Contextual” Entailment Graph (CTX) [40], enhances this by integrating
contextual link prediction. The CTX model was later improved with an entailment smoothing technique
proposed by [56], which currently holds SoTA for this task.

3. Methodology

In this section, we describe the process of building an instruction-tuning dataset specifically designed
for taxonomy learning using LLMs and further fine-tuning.

3.1. Dataset Collection Algorithm

The dataset creation process is largely based on the English WordNet 3.0, chosen for its structured and
well-maintained organization. Our focus is mainly on the nouns subgraph, not only because it represents the
most frequent category in WordNet, but also because recent research [52] has identified it as a challenging
class for language models to master.

We begin the process of dataset creation by utilizing a Directed Acyclic Graph (DAG) derived from
WordNet, which is structured around "IS A" relationships. Next, we randomly select edges or subsets from
this graph, dividing them into different subsets while taking into account all possible tree operations. A
comprehensive explanation of the dataset construction algorithm can be found in Subsection 3.1.

We posit that a diverse dataset encompassing various scenarios offers two key advantages:

– A diverse dataset enhances the model’s ability to generalize, enabling it to understand broader
relationships between words across a wide range of subtasks.

– A diverse dataset also empowers the model to develop and apply different strategies for constructing
taxonomies effectively.

To account for the widest possible range of tree operations within the graph, we gather four distinct
subsets, with a particular emphasis on hyponym and hypernym prediction. The tasks include the following
scenarios (as illustrated in Figure 1a):

1. Hyponym prediction (1a.A): Predicting a list of hyponyms associated with a given synset from the
taxonomy.

2. Hypernym prediction (1a.B): Identifying the hypernym based on the provided input word.
3. Synset mixing (1a.C): Predicting a single hyponym by combining information from two different

synsets.
4. Insertion (1a.D): Determining a word when given both its hypernym and hyponym.

We ensure that our test and training datasets are completely distinct, with no overlap between them.
Specifically, none of the test nodes are included in any of the subtask scenarios. The statistics for each
subset are detailed in Table 1.
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A. B.

D.C.

(a) Examples of IS-A relation structures: (A)
hyponym prediction, (B) hypernym predic-
tion, (C) synset mixing, and (D) insertion.

A. B.

C. D.

(b) Examples of hyponym subtasks: Leaves Divided (A),
Internal Nodes (B), Only Leaves (C), Single Leaves (D).

Fig. 1. Examples for main (a) and hyponym (b) subtasks.

Category TaxoLLaMAmulti TaxoLLaMA TaxoLLaMAbench

Train Test Train Test Train Test

Hypernym prediction 1 338 364 44 772 0 36 775 0
Hyponym prediction 16 789 828 0 0 0 0
Synset mixing 1 461 47 0 0 0 0
Insertion 648 35 0 0 0 0

Total 20 236 1 274 44 772 0 36 775 0
Table 1

The statistics of the dataset samples for Taxonomy Learning based on WordNet.

3.1.1. Formal Algorithm
To develop a precise algorithm, we define subtask sets derived from the graph, which are represented as

a collection of the following mini-sets:

Ai = {p, {cj}deg+p
j=1 } ∈ A,

Bi = {p, c} ∈ B,

Ci = {p1, p2, c} ∈ C,

Di = {g, p, c} ∈ D,

Here, c dennotes hyponyms, p - hypernyms, and g - hyperhypernyms.
To facilitate comprehensive set intersections, we introduce the concept of "deep intersection," denoted

as ∩. This operation goes beyond the intersection of individual elements in two sets by considering the
intersection between the elements within the subsets of each set. It is mathematically expressed as: S1∩S2 =⋃

ij(S1i ∪ S2j).
In the next phase, our goal is to generate random training and testing sets, aiming for approximately

1,000 samples in the test set. We ensure that the training set primarily consists of hyponym and hypernym
predictions, while other types of samples are evenly distributed. This task is challenging due to the potential
for significant overlap among different cases and the sequence in which samples are collected. To manage
this complexity, we introduce a distribution over subtasks, denoted as Pdata. This allows us to manually
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Algorithm 1 Dataset collection algorithm
Input: Sets A, B, C, D sampled from Graph
Output: Train and Test Sets

1: Train := Empty Array
2: Test := Empty Array
3: Collect sets A, B, C, D.
4: while (A ∪ B ∪ C ∪ D) ̸= ∅ do
5: cur_set ∼ Pdata

6: cur_sample = cur_set.pop()
7: if cur_samplet ∩ Train = ∅ then
8: to_test ∼ Ptest

9: if to_test == 1 then
10: Test.append(cur_sample)
11: else
12: Train.append(cur_sample)
13: end if
14: else
15: Train.append(cur_sample)
16: end if
17: end while

adjust the probability of sampling each subtask, giving us greater control over the composition of the
dataset.

To regulate the likelihood of samples being allocated to the test set, a Bernoulli distribution was con-
sidered, denoted as Ptest, with a parameter p . In the purpose of each relationship is effectively learned,
we manually found optimal values for these probabilities:

For Pdata: P (A) = 0.51, P (B) = 0.39, P (C) = 0.05, and P (D) = 0.05.
For Ptest: p = 0.05 and q = 0.95.
During data collection, we utilize the "pop()" operation, which removes and returns the last element

from a set.
To manage the complexities associated with dominant word categories, we perform a topological sort on

the graph. We then ensure that no vertex in our sets has a level lower than a specified parameter, referred
to as "level." This condition is expressed as: ∀i, S ∀v ∈ Si : TopSort(v) ⩾ level. For our collected data,
we set level = 3.

We also designate a "target" vertex for each element within the subtasks. This enables us to monitor
the inclusion of this specific target vertex in the test set, ensuring the integrity of our evaluation process.
The definitions of these "target" vertices vary depending on the subtask and can be outlined as follows:

– At
i = {cj}: The focus is on tracking all hyponyms. If the hyponyms haven’t been encountered in the

training set, the target cannot be determined. However, encountering the hypernym in the test set
is acceptable since it is provided in the prompt.

– Bt
i = c: If the hyponym hasn’t been seen, it indicates that this pair has not been encountered.

Otherwise, the hyponym would have been added to the tracking. Therefore, if the hyponym is
unseen, it implies the corresponding edge has not been observed.

– Ct
i = c: Similarly, if the hyponym hasn’t been seen, it indicates that the target hasn’t been observed.

– Dt
i = p, c: This scenario involves tracking two edges: g − p and p − c, analogous to cases A and B.

This restriction ensures that both edges are handled appropriately.

3.2. Downstream Efficient Dataset

Through a thorough testing procedure that considered different probabilities for sampling relations,
along with extensive ablation of our choices, we found that the most efficient approach, in terms of
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downstream performance, was to learn only the hypernymy relation. Formally, this is equivalent to setting
P (B) = 1 and all other probabilities to zero. Considering the differences we refer to the optimal model
as TaxoLLaMA, to the optimal model, that has test data nodes completely excluded from training set
as TaxoLLaMAbench and model encoding multiple relations as TaxoLLaMAmulti. We acknowledge that
this procedure trains the model to encode only the hypernymy relation. However, it appears sufficient to
outperform all other settings. We believe this is likely due to the nature of the learning procedure and the
relative simplicity of hypernymy compared to other types of relations.

In addition to the data collected through the described algorithm, we incorporate definitions for child
nodes from WordNet to help disambiguate the sense of the input word. Since definitions might not be
available for certain subtasks during inference—such as Lexical Entailment, MAG PSY, and MAG CS in
the context of Taxonomy Enrichment—we also generate definitions using ChatGPT for test sets that lack
pre-existing explanations or source them from Wikidata.

For generating definitions, we used the web interface of ChatGPT 3.5 (February 2024) and the "gpt-
3.5-turbo" model from the same period. The prompts used for these requests, along with the statistics
of the generated definitions, are detailed in the Appendix A, specifically in Examples 9-10 and Table 13.
This step is crucial, as experiments have shown that the absence of definitions can significantly reduce the
model’s performance [59].

3.3. Model Finetuning

For our research, we employ the most widely used foundational language models, specifically Llama2-7B
and Mistral-7B. We chose to exclude smaller models like GPT-2 from our analysis due to their minimal
performance across all subsets. To optimize these models, we applied a 4-bit quantization technique.
Subsequently, we fine-tuned them using LoRA [41] for one training epoch with a batch size of 64. We used
the AdamW optimizer with a learning rate of 3×10−4, coupled with a cosine annealing scheduler. For any
additional fine-tuning, the models were trained with a reduced batch size of 2.

Our inputs include an LLaMA-2 system prompt that looks as follows:

(1) [INST] «SYS» You are a helpful assistant. List all the possible words divided with a comma. Your
answer should not include anything except the words divided by a comma «/SYS»

Then we introduce a technical-style input prompt and the expected output format:

(2) hypernym: dog.n.1 | hyponyms: [/INST]
(3) pug, corgi,

We also explore the impact of altering the style of the prompt with numerical representations, lemmas,
and definitions: “dog.n.1”, “dog (dog, domestic dog, Canis familiaris)”, “dog (a member of the genus Canis
that has been domesticated by man since prehistoric times)”.

After experimenting with various types of additional information that could enhance the prompt—such
as lemmas, definitions, and synset numbers—we finalized the system prompt that specifies the desired
output (4). This prompt is combined with an input word selected from WordNet, along with its definition
(5), and the target (6), which represents the true hypernym of the input word, also obtained from WordNet.
Below, we present a sample from our dataset used for instruction tuning of TaxoLLaMA. This training
sample includes the following components:

(4) [INST] «SYS» You are a helpful assistant. List all the possible words divided with a comma. Your answer should
not include anything except the words divided by a comma «/SYS»

(5) hyponym: tiger (large feline of forests in most of Asia having a tawny coat with black stripes) | hypernyms:
[/INST]

(6) big cat,



8 4 INSTRUCTION TAXONOMY LEARNING RESULTS

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

Model Hyponym Hypernym Insertion Synset Mixing Mean

GPT2 0.006 0.033 0.018 0.027 0.021

TaxoLLaMAmulti Numbers 0.099 0.267 0.262 0.239 0.162
TaxoLLaMAmulti Lemmas 0.127 0.293 0.329 0.218 0.188
TaxoLLaMAmulti Definitions 0.123 0.494 0.436 0.234 0.247

Mistral-7B Definitions 0.085 0.498 0.436 0.160 0.218
Table 2

Fine-tuned models MRR scores on the test set. Bold represents the best result, underlined are second-ranked

4. Instruction Taxonomy Learning Results

In this Section, we describe the results for Taxonomy Learning with TaxoLLaMAmulti which comprises
the algorithm for dataset creation, different model templates, fine-tuning, and evaluation, that further
allowed us to get the optimal recipe for TaxoLLaMA. We also perform an ablation study to understand
how different the performance is for widespread common knowledge words and terms.

We evaluate the performance of our models using the Mean Reciprocal Rank (MRR), a metric that
indicates the rank position of the first correct answer. We chose MRR over other ranking metrics because
they might impose overly stringent criteria. To assess the models, we create a list of potential candidates,
each separated by a comma, and then match these candidates with the target words.

In our preliminary experiments, we conducted a case study to evaluate ChatGPT’s performance on the
task. Despite using few-shot learning techniques, ChatGPT consistently failed to provide correct answers.
For example, when prompted with the word "Maltese," the model suggested "dog breed" and "animal" as
hypernyms, missing the correct WordNet hypernym, "toy dog." Similarly, for the term "machine trans-
lation," it generated hypernyms like "automated translation" and "language translation system," whereas
the correct hypernyms according to WordNet are "artificial intelligence" and "computational linguistics."
These results show that while ChatGPT could identify the general domain, it struggled to pinpoint the
exact synset from WordNet. Notably, this was an area where our fine-tuned model excelled, highlighting
its superior performance in these specific instances.

The results of our fine-tuned models are summarized in Table 2. The best performance is observed with
hypernym prediction and insertion tasks, in which on average, the correct answer is the second candidate
suggested by the model. However, a closer look through manual error analysis reveals that this score is an
average of cases where the model correctly identifies the first candidate and cases where it fails to provide
any correct candidates at all. The result for other tasks are lower nearly twice or more, suggesting that
those tasks are much more complex for LLM.

Incorporating lemmas significantly improves results compared to using numbers, with the highest scores
achieved when definitions are included. This improvement may be attributed to the autoregressive nature
of the model’s generation process. By providing a more relevant context, the model’s output distribution
shifts closer to the correct answers. Including definitions appears to either strengthen this shift or make it
more precise.

We believe that the size of the model is the main contributing factor, rather than pre-training data
amount. Despite using lemmas or definitions for disambiguation, the score does not change drastically for
worst cases, showing that disambiguation is not the key problem. Moreover, the underperformance may be
linked to the sequential nature of LM loss in instruction tuning. With multiple correct answers, it poses a
problem to properly apply loss, as different orders of correct nodes would imply completely different loss
values. The problem usually arises with hyponym prediction.

Considering different models, GPT2 fails to learn any task and Mistral-7B and LLaMA2-7B are nearly
equal with slightly better average LLaMA performance, however Mistral has been reported to outperform
LLaMA-2 in other benchmarks [45].
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(a) Lexical semantic tasks
(b) Generation and ranking pipelines for solution of various
lexical semantic tasks

Fig. 2. Examples with input and output for each task are highlighted by color. Rectangle “hypernym” denotes a word
generated by the model; circle means a node from the graph. Confidence score determines the existence of a relationship
between the two nodes provided in the input.

5. Downstream Tasks Application

In this section, we aim to extend the evaluation of the LLM’s ability to learn taxonomic relations and
explore the capabilities of all TaxoLLaMA versions in addressing four tasks that require taxonomic knowl-
edge: Taxonomy Construction, Hypernym Discovery, Taxonomy Enrichment, and Lexical Entailment.

We hypothesize that a model trained with taxonomic knowledge will be effective in solving taxonomy-
related tasks. To test this hypothesis, we apply the previously mentioned family of TaxoLLaMA models,
to these tasks using two adaptation strategies:

Ranking approach is applied to Taxonomy Construction and Lexical Entailment. This technique involves
assessing the hypernymy relation through perplexity calculations, where a lower perplexity score indicates
a stronger relationship. We also apply some additional evaluation with LLM for each task, that is described
in corresponding sections.

Generative approach directly employs the procedure used during training. Starting with a hyponym,
the model generates a list of potential hypernyms. This approach is utilized for the Hypernym Discovery
and Taxonomy Enrichment datasets.

5.1. Taxonomy Construction

We test the TaxoLLaMA versions on the downstream task: SemEval 2016 Task 13. We use the Eurovoc
taxonomies (“Science”, “Environment”) and Wordnet “Food” from SemEval-2016 [12]. These datasets are
commonly used as a benchmark for testing models’ abilities of taxonomy construction.

To create the taxonomy, we use a ranking approach for every possible edge and leave only those below
the optimal threshold. We have not used definitions, as they are not given. Extended experiments on
hyponymy template construction, definitions simulation and other construction techniques are thoroughly
described in Section 6.3. We also apply self-refinement based on hypernymy perplexity to resolve self-loops
and delete multiple parental edges. The refinement procedure is described and ablated in Section 6.2.
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TexEval-2 best TAXI+ Graph2Taxo pure Graph2Taxo best LMScorer RestrictMLM TaxoLLaMA TaxoLLaMAbench TaxoLLaMAmulti

Science 31.3 41.4 39.0 47.0 31.8 37.9 44.55 42.36 44.12
Environment 30.0 30.9 37.0 40.0 26.4 23.0 45.13 44.82 42.03
Food 36.01 34.1 - - 24.9 24.9 51.71 51.18 42.35

Table 3
F1 score for the Taxonomy Construction Task for Science, Environment and Food domain dataset

1A: English 2A: Medical 2B: Music 1B: Italian 1C: Spanish

CRIM* [11] 36.10 54.64 60.93 - -
Hybrid* [37] 34.07 64.47 77.24 - -
RMM* [9] 39.07 54.89 74.75 - -
T5 [65] 45.22 44.73 53.35 24.04 27.50
300-sparsans* [10] - - - 25.14 37.56

TaxoLLaMA zero-shot 38.05 43.09 42.7 1.95 2.21
TaxoLLaMAbench zero-shot 37.66 42.2 44.36 1.47 2.08

TaxoLLaMA fine-tuned 54.39 77.32 80.6 51.58 57.44
TaxoLLaMAbench fine-tuned 51.59 73.82 78.63 50.95 58.61

Table 4
MRR performance on Hypernym Discovery. * refers to the systems that rely on the provided dataset only, without LLM
pretraining or additional data being used. Zero-shot is trained on the WordNet data only, without fine-tuning on the target
dataset.

5.2. Results and Discussion

In Table 3, we showcase the F1-scores for the Science, Environment and Food datasets. We evaluate our
three models version against earlier methods.

Our results indicate that our method outperforms all existing models on the Environment and Food
domains and ranks second on the Science domain. The top-performing approach for the "Science" dataset,
Graph2Taxo [72], achieves its best score through a GNN-based cross-domain transfer framework, specifi-
cally during their ablation study. Interestingly, the framework’s default setup does not produce the highest
scores (refer to [72] (pure) in Table 3). In the current study, we do not focus on specific building strategies,
but rather on refinement, reflected in Section 6.2, therefore TaxoLLaMA could be researched more on
that aspect. It is also clear that zero-shot LM performed the worst on average, underscoring the need for
specific fine-tuning and stronger models [43].

5.3. Hypernym Discovery

We evaluate TaxoLLaMA on the Hypernym Discovery task from SemEval-2018 [14] using a generative
approach. This task includes an English test set for general hypernyms, as well as two domain-specific sets
for “Music” and “Medical.” Additionally, there are general test sets available for Italian and Spanish. The
performance is assessed using the Mean Reciprocal Rank (MRR) metric. We employ a zero-shot approach,
where the model is tested without fine-tuning on the training datasets. Notably, the test set is distinct
from WordNet and may require multiple hops to reach hypernyms, making it suitable for both general
and narrow domains.

5.3.1. Results
The results for the English language, presented in Table 4, show that both the fine-tuned TaxoLLaMA

and TaxoLLaMAbench models significantly surpass previous SoTA results. Although the zero-shot perfor-
mance of our models is somewhat lower than their fine-tuned counterparts, they still achieve outcomes
comparable to earlier results in general English tasks and remain competitive in domain-specific tasks,
despite the fact that previous methods were all fine-tuned.
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Fig. 3. Experiments for domain and language adaptation on the Hypernym Discovery datasets.

Multilingual Performance In the case of Italian and Spanish, the fine-tuned model exceeds previous
SoTA results. This success might be attributed to the model’s inherent multilingual capabilities, given
that LLaMA-2 was initially designed to be multilingual, even though fine-tuning was conducted solely on
English pairs. However, the zero-shot performance reveals challenges in generating accurate hypernyms
for languages other than English. It is important to note that Italian and Spanish data were not part of
the instruction tuning dataset.

Zero-shot Performance To better understand the underperformance in zero-shot scenarios, we analyzed
the impact of fine-tuning across different domains and languages, as depicted in Figure 3a. The analysis
shows that, apart from task 2B, the model surpasses previous SoTA results with as few as 50 samples
for fine-tuning. Furthermore, the varying scores emphasize the model’s sensitivity to the quality and
characteristics of the training data.

Few-shot Performance We further investigated the few-shot learning approach for Italian and Spanish to
evaluate the model’s adaptability in an in-context learning setting, as depicted in Figure 3b. The model
surpassed previous SoTA benchmarks for Italian, showing a near-logarithmic improvement with 30 and
50 shots, but did not perform as well for Spanish. We attribute this suboptimal few-shot performance
to the 4-bit quantization and the relatively small model size. Smaller models generally underperform on
various benchmarks compared to their larger counterparts, as demonstrated by the example of LLaMA-2
[83]. Moreover, smaller or quantized models have limited capacity compared to larger models, a finding
supported by earlier research [29, 33, 54, 88]. As it has been already seen [54], the benefits of few-shot
learning are less pronounced in quantized models compared to full-precision models.

5.4. Taxonomy Enrichment

Following the methodology of previous studies [46, 92], the task is considered as ranking graph nodes
based on their probability of being the correct hypernym. The aim is to position the correct hypernyms
at the top of the ranking, ensuring the node is accurately placed within the taxonomy. In our approach,
we utilize the generative method, as shown in Figure 2b.

The Taxonomy Enrichment benchmark includes datasets such as WordNet Noun, WordNet Verb, MAG-
PSY, and MAG-CS [46, 73]. To maintain consistency with the TaxoExpan test set [73], we selected 1,000
nodes from each dataset. In line with [46], we utilize scaled MRR [90] as the key evaluation metric. This
metric is derived by multiplying MRR by 10 and then averaging it across all correct hypernyms associated
with each node.

To improve disambiguation, we created definitions for MAG datasets that lacked predefined explanations,
either by generating them with ChatGPT or retrieving them from Wikidata. We utilized the ChatGPT 3.5
web interface and the “gpt-3.5-turbo” model, both from February 2024, for generating these definitions.
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MAG-CS MAG-PSY Noun Verb

TaxoExpan [73] 19.3 44.1 39.0 32.5
GenTaxo [91] 23.9 46.4 28.6 42.8
TMN [92] 24.3 53.1 36.7 35.4
TaxoEnrich [46] 57.8 58.3 44.2 45.2

TaxoLLaMA zero-shot 7.4 7.3 n/a n/a
TaxoLLaMAbench zero-shot 8.5 6.6 n/a n/a

TaxoLLaMA fine-tuned 24.9 29.8 48.0 52.4
TaxoLLaMAbench fine-tuned 30.2 31.4 45.9 51.9

Table 5
Scaled MRR Across Tasks for Taxonomy Enrichment. Here, “n/a” stands for “not applicable”, as TaxoLLaMA has already
seen WordNet data and its performance cannot be considered as zero-shot. Zero-shot is trained on the WordNet data only,
without fine-tuning on the target dataset.

The prompts used and the statistics related to the generated definitions are provided in Appendix A,
specifically in Examples 9-10 and Table 13. This step is essential, as missing definitions can lead to a
decrease in model performance, as highlighted in [59].

5.4.1. Results
The results in Table 5 indicate that our model outperforms all previous approaches on the WordNet

Noun and WordNet Verb datasets. However, it falls short of the current SoTA method on the more
specialized MAG-CS and MAG-PSY taxonomies, even with fine-tuning. Interestingly, TaxoLLaMAbench ,
despite having access to less data, unexpectedly delivered better performance on the MAG datasets. To
gain further insight into the reasons for the overall underperformance, we conducted an in-depth error
analysis, which is discussed in Section 7.1.

5.5. Lexical Entrailment

For our evaluation, we rely on the Hyperlex benchmark [86] alongside the ANT entailment subset [34],
which serves as a detailed refinement of the Levy/Holt dataset [38].

ANT Dataset features sentence pairs that differ by a single argument within their syntactic structure
(e.g., “The audience applauded the comedian” versus “The audience observed the comedian,” as shown in
Table 2 of [34]). Each pair is classified into one of several relationships: antonymy, synonymy, directional
entailment, or non-directional entailment (the reverse of directional entailment). For sentences that exhibit
an entailment relationship, we treat the differing elements as hypernym-hyponym pairs.

The ranking method here is enriched with confidence scores. The confidence score is the ratio between
forward and reversed perplexity. The forward perplexity is the regular one, and the reversed is obtained
by first reversing hypernym and hyponym roles.

Based on this confidence scores entailment relations are asssed as the ratio of the hypernym to hy-
ponym ranking scores, with normalization by the L2 norm to estimate the probability of entailment. For
example, we compute the perplexity score of “move” as a hypernym of “walk” (PPLm→w) and the reverse
(PPLw→m). The ratio P P Lm→w

P P Lw→m
between these scores then reflects the model’s confidence in the entailment

relationship.
Additionally, we developed TaxoLLaMAverb specifically for this subtask. This model was pre-trained

exclusively on verbs from WordNet, with the aim of better capturing the taxonomy structure of verbs.

HyperLex Dataset is designed to assess entailment for both verbs and nouns, using a scale from 0 to 10.
A score of 0 signifies no entailment, whereas a score of 10 represents strong entailment. The objective is
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AUCN AP

GBL [39] 3.79 58.36
CTX [40] 15.44 65.66

GBL-PK=4 [56] 13.91 64.71
CTX-PK=4 [56] 25.86 67.47

TaxoLLaMA zero-shot 0.89 51.61
TaxoLLaMAbench zero-shot 2.82 54.24
TaxoLLaMAverb zero-shot 19.28 69.51

(a) Performance on the Lexical Entailment ANT
dataset. Zero-shot is trained on the WordNet data
only, without fine-tuning on the target dataset.

Setting Model Lexical Random

fine-tuned
RoBERTa best [66] 79.4 82.8
RoBERTa mean [66] 65.8 63.8
LEAR [85] 54.4 69.2

zero-shot

Relative [15] 54.3 58.4
Pair2Vec [47] 33.4 54.3
GRV SI [44] 48.3 55.4
SeVeN [30] 46.9 62.7
FastText 43.9 54.3

TaxoLLaMA 70.2 59.3

(b) Spearman Correlation for lexical and random
test subsets of Hyperlex benchmark. Zero-shot is
trained on the WordNet data only, without fine-
tuning on the target dataset.

to maximize correlation with the gold-standard scores. For this dataset, we apply the ranking approach
directly, without any additional processing and usage of confidence scores.

Earlier approaches typically generate embeddings and then train a basic SVM on the Hyperlex training
set. Fine-tuned models, such as RoBERTa, require significant computational resources and are specifically
adapted to the Hyperlex dataset. In contrast, our zero-shot model utilizes perplexities directly as pre-
dictions, eliminating the need for any additional training. As a result, direct comparisons may not fully
account for the distinct methodologies and resource demands, highlighting the importance of evaluating
each method within its own specific context.

5.5.1. Results
Results on the ANT Dataset The results presented in Table 6a compare our models with previous SoTA
performances on the ANT dataset. A significant observation is the clear disparity in performance between
TaxoLLaMA, trained on both nouns and verbs, and TaxoLLaMAverb , specialized exclusively in verbs.

TaxoLLaMAverb outperforms TaxoLLaMA in the Lexical Entailment task, indicating potential chal-
lenges in processing nouns and verbs together, which may hinder effective verb learning. This could be
related to the constraints of quantization and LORA adapter tuning. Interestingly, this issue appears to
be specific to the entailment task, as it does not arise in other tasks like Taxonomy Enrichment, which
also involves a verb dataset. The discrepancy might be due to the metrics used, which require precise
normalized perplexity rankings.

Table 6a reveals that TaxoLLaMAverb attains SoTA performance in Average Precision and ranks second
in normalized AUC. However, it is important to note that the comparison with previous SoTA results is
somewhat imbalanced, as the top-performing models leveraged additional Entailment Smoothing [56] to
enhance their performance. This technique has not yet been applied to our models, suggesting a potential
avenue for future improvements.

Results on the HyperLex Dataset Table 6b highlights the effectiveness of our model, outperforming the
previous SoTA in a zero-shot scenario for the “Lexical” subset and securing second place for the “Random”
subset. Interestingly, while most models tend to perform better on the random subset, our approach
deviates from this trend, indicating that the larger training size of the random subset may provide greater
advantages to other methods. Despite the simplicity of our zero-shot method, it still delivers impressive
results. Future research could investigate incorporating this score as a meta-feature in task-specific models,
or refining our entire model for better alignment.
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6. Ablation Study

In this section, we explore the ability of TaxoLLaMAmulti to build taxonomy graph and further refine it
with several strategies and inspect poor performance for learning hyponymy relation with TaxoLLaMAmulti
with thorough ablation study.

Hyponym Internal Nodes Leaves Divided Only Leaves Single Leaves Insertion Hypernym Synset Mixing Mean

Numbers -0.036 0.001 -0.046 -0.240 0.006 0.079 -0.055 0.089 -0.005
Lemmas -0.036 -0.019 -0.004 -0.124 -0.016 -0.028 -0.053 0.120 -0.001
Definition -0.042 -0.044 0.029 -0.194 0.000 0.025 0.006 0.097 0.054

Table 7
MRR Scores difference between easy and hard subsamples (easy−hard) for the taxonomy learning subtasks. Green color
denotes that scores are higher for the “easy” subset, Red color shows that better results are for the “hard” subset.

6.1. Subtypes of Hyponyms

To provide better understanding of undergoing processes, we splitted the hyponymy cases into more
detailed. The narrower case, reflected at Figure 1b are as follows:

– Leaves Divided (1bA): all hyponyms required to be terminal nodes, with half of them passed as
input, other half is considered a target.

– Internal Nodes (1bB): Hyponyms are required to have at least one internal node.
– Only Leaves (1bC): all target hyponyms are terminal nodes.
– Single Leaves (1bD): hyponyms are required to be terminal nodes, and they are the only hyponyms

for the node.

The results in Table 8 show that terminal nodes are predicted better as internal. We believe that this
results stems from ambiguity of internal nodes, as we noted through manual examination of them. The
main issue with predicting internal nodes (1bB), is prediction of more distant nodes (with hop ⩾ 2)
instead of the direct hyponyms. Additionally, the scenario in (1bA) shows lower performance compared
to predicting all possible hyponyms (1bC). This suggests that the key issue is not simply ambiguity, as
it would be resolved with cohyponyms, but rather the model’s difficulty in generating the appropriate
hyponyms. The model’s predictive scope seems constrained by the candidates provided in the input. The
scenario involving a single leaf hyponym (1bD) proves to be particularly challenging to predict, even when
hypernyms are provided as input. This difficulty might be due to the complexity and relative rarity of
such instances in natural language, making them harder for the model to learn and generate accurately.

6.1.1. Common Words VS Terminology
To better understand the consistently low average results, we closely examined the model outputs and

found that the complexity of the dataset could be a significant factor. Some synsets within the WordNet
taxonomy may be overly specialized, which poses a challenge for the model when predicting hyponyms or
hypernyms. To investigate this possibility, we categorized our dataset into two distinct groups: commonly
known words (classified as the "easy" category) and more specialized terms, jargon, or rare words (classified
as the "hard" category). This categorization was carried out with the help of three computational linguistics
experts, who annotated the test set. They were asked to classify a sample as "hard" if it contained at least
one word that could be considered a term, jargon, or rare, and as "easy" if it did not. The level of agreement
among the annotators, as measured by Krippendorff’s alpha, was 0.67, which is high enough to consider
the annotations valid and reliable.

We revisit the performance metrics for both the "easy" and "hard" subsets and summarized the results in
Table 7. Interestingly, models generally performed better on the "hard" nodes, especially when it came to
predicting hyponyms. However, when using our best model that incorporates word definitions, the "easy"



6 ABLATION STUDY 15

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

47 47

48 48

49 49

50 50

51 51

Model 2A 2B 2C 2D

#Samples 117 115 110 486

Numbers 0.152 0.113 0.220 0.068
Lemmas 0.179 0.154 0.220 0.100
Definition 0.175 0.163 0.268 0.081

Table 8
MRR scores for the LlaMA-2 model with a different hyponyms prediction subtasks, with column names correspond to Figure
1b.

Subset Graph Type 2 Parents 3 Parents 4 Parents 5 Parents 6 Parents 7 Parents 8 Parents 9 Parents 10+ Parents

Environment
Noisy Graph 6 10 13 11 8 13 12 17 141

Optimal Graph 35 18 2 1 - - - - -

Science
Noisy Graph 6 5 6 6 13 11 10 10 38

Optimal Graph 5 - - - - - - - -

Table 9
Distribution of Parent Counts across Graph Types and Subsets

instances yielded higher scores, particularly in cases that did not involve hyponym predictions. This trend,
though, is not consistent across all prompt types; in some cases, "hard" instances were more accurately
predicted, even when dealing with hypernyms or internal nodes.

We believe the results of the ablation study suggest that the model tends to predict less common words
more accurately. This could be because the candidate pool for these terms is smaller, allowing the model to
focus more directly on the correct answers. Additionally, the model likely encounters these rare words less
frequently and typically within consistent, specific contexts, which might enhance its predictive accuracy
for such terms.

6.2. Self-refinement for constructed graph

In this section, we explore how the pre-trained TaxoLLaMAmulti can refine the constructed graph using
learned taxonomy graph relations. We address several issues in the existing graph and present solutions
along with the corresponding results.

6.2.1. Multiple Parental Nodes
Typically, having multiple parent nodes in taxonomies and ontologies is rare, usually with no more than

three parents. We analyzed how our LLM constructs the graph across various thresholds, with the results
presented in Table 9. The findings show that assigning multiple parents is common when using non-optimal
thresholds, and while less frequent, it still occurs with optimal thresholds.

We addressed the issue of multiple parent nodes using several techniques:

– Delete All: Remove all parental edges from nodes that have multiple parents. This approach operates
under the assumption that if the LLM is uncertain about a parental relationship, it’s better to omit
such connections altogether.

– Perplexity: Retain only the edge with the lowest perplexity value. This method ensures that only
the most probable parental connection, as determined by the LLM, is maintained.

– Synset Mixing: Keep two parental nodes if the LLM’s synset mixing perplexity falls below a specified
threshold. This technique leverages the LLM’s ability to combine synsets and assesses the likelihood
of such combinations resulting in the target node. We explore two variations:

∗ Synset Mixing One: Applies the same threshold used during edge construction.
∗ Synset Mixing Two: Uses a different, specifically chosen threshold for evaluation.
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Task Baseline Delete All Perplexity Synset Mixing Two Synset Mixing One Compose Perplexity (Cycles) Hyponymy

Environment 0.400 0.404 0.420 0.333 0.411 0.420 0.41 0.403

Science 0.421 0.434 0.441 0.419 0.428 0.434 0.425 0.423

Table 10
F1 Scores for Different Methods for Self-Refinement of LLM

– Compose: Combines the Perplexity and Synset Mixing methods. If two parental nodes do not meet
the Synset Mixing threshold criteria, the Perplexity method is applied as a fallback.

The results in Table 10 indicate that most of the self-refinement methods for handling multiple parents
improve the quality of the graph. However, the simple perplexity rule proves to be the most effective. We
believe this is due to the LLM’s stronger ability to encode hypernym relations, while its synset mixing
capability is less developed, likely due to limited data during pretraining.

6.2.2. Hypernym-hyponym Validation
In this section, we explore how an LLM can validate edges for both hypernymy and hyponymy relations.

After constructing the graph using hypernymy, we investigate the impact of removing edges that fall above
the hyponymy threshold on the overall quality. The results presented in Figure 4 demonstrate that using
hyponymy for graph refinement can be beneficial, though it requires careful calibration. However, it is not
as effective as the refinement techniques used for resolving multiple parental nodes.

20 40 60 80 100
Thresholds

0.34

0.36

0.38

0.40

0.42

F-
sc

or
es

Hypernym-Hyponym Refinement

Legend
Science
Environment
Science Baseline
Environment Baseline

Fig. 4. The graph for hypernym-hyponym validation for Science and Environment. X Axis shows the threshold for hyponymy,
Y axis shows the resulting score. Dashed lines indicate initial score without hyponymy validation.

6.2.3. Cycles Resolution
Cycles are typically rare in taxonomies, and self-loops should not exist at all, as they contradict the fun-

damental structure of taxonomies. To address self-loops and larger cycles, we primarily use the perplexity
rule, similar to the approach described in Section 6.2.1, by removing the edge with the highest perplexity.

We also considered eliminating cycles involving three or more nodes by leveraging the LLM’s ability to
evaluate the insertion of a node followed by the deletion of the least probable connection. However, cycles
with three or more nodes are rare when using optimal thresholds and are not included in our analysis, as
they consistently result in lower scores compared to the optimal threshold.

The results in Table 10 show an overall improvement with this procedure, particularly in the scientific
domain, where closely related concepts are more likely to form loops.
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Approach Method Template Sci Env

TaxoLLaMAmulti

brute-force hyper 0.419 0.409
hypo 0.192 0.115

with lemma dfs hyper 0.340 0.213
hypo 0.137 0.142

TaxoLLaMAmulti

brute-force hyper 0.426 0.380
hypo 0.188 0.116

with empty lemma dfs hyper 0.338 0.213
hypo 0.127 0.129

TaxoLLaMAmulti

brute-force hyper 0.416 0.411
hypo 0.185 0.116

with numbers dfs hyper 0.186 0.186
hypo 0.125 0.138

Table 11
Results for the downstream TexEval-2 task comparing different fine-tuned models, methods for graph construction, and
templates for model inputs. Hyper approach stands for hypernym prediction and hypo for hyponym prediction

6.3. Taxonomy Construction Strategies

Hypernymy vs Hyponymy experiment in Table 11 show that predicting hypernyms performs significantly
better than predicting hyponyms, which is coherent with the scores for the respective subtasks during the
fine-tuning step.

Construction Methods exploration includes two techniques of building a taxonomy graph. For both of
them we traverse through predefined grid and finds the best threshold in terms of metric, however search
space is different: the brute-force considers all possible edges for the threshold and the DFS-style approach
starts from root and systematically appends vertices with the threshold.

Results in Table 11 show that brute-force outperformed the DFS-style approach. That could happen
due to error accumulation during graph traversal. Incorrect decision on the first couple levels significantly
limits our possible edge space.

Prompt was ablated with adding lemmas, empty lemma or specific WordNet number with corresponding
models. For prompting with lemmas (as we have no additional lemmas unlike in WordNet), we tried two
approaches (duplicate lemma in listing; provide no lemma at all):

(7) “hypernym: cat (cat) | hyponyms:”
(8) “hypernym: cat () | hyponyms:”

Results in Table 11 show that the best result is obtained with either empty lemma or technical numbers.
We believe that model could be distracted when the lemma is repeated, therefore scores are lower. It is
unexpected that model with WordNet number has shown outperformance for Environment and Strong
result for Science, possibly due to more straightforward task.

7. Error Analysis

In this section, we examine the errors produced by the TaxoLLaMA model, delve into the underlying
causes of these inaccuracies, and propose strategies for improving the performance of LLMs when applied
to taxonomies.
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Fig. 5. (a) Average percentage of error types across Hypernym Discovery and Taxonomy Enrichment datasets. (b) Automatic
evaluation of the MAG datasets using the ChatGPT model. The label “True” represents the number of instances where
ChatGPT favored the gold-standard answers over those generated by TaxoLLaMA; “Predicted” indicates cases where Chat-
GPT preferred the output from TaxoLLaMA. Additionally, ChatGPT could select “Both” if it found both answers equally
acceptable or “None” if neither answer was preferred.

7.1. Hypernym Discovery and Taxonomy Enrichment

Since we use the same generative approach for both Hypernym Discovery and Taxonomy Enrichment,
we conduct a combined error analysis. This process is divided into four steps: (i) conducting a manual
review to pinpoint the most frequent errors; (ii) performing an automatic error analysis using ChatGPT;
(iii) comparing and consolidating the common errors identified; and (iv) classifying these errors with the
help of ChatGPT.

We begin by selecting approximately 200 random samples from both the Hypernym Discovery and
Taxonomy Enrichment datasets and provide explanations for the model’s failure to generate the correct
hypernym. Through this process, we identify four categories of errors: (i) predicted hypernyms are ex-
cessively broad; (ii) Incorrect or irrelevant definition; (iii) the model fails to produce relevant candidates
within the same semantic domain; (iv) miscellaneous cases that do not fit into the other categories.

We use the prompt shown in Example 11 to request that ChatGPT generate potential error types. The
resulting output is presented in Example 12, and Table 14 summarizes the error types identified across
multiple runs. Afterward, we combine the error types identified both manually and automatically into the
following categories:

1. Overly Broad Predictions: The model frequently generates predictions that are broader than the
intended hypernym.

2. Overly Narrow Predictions: Some predictions are too specific and do not capture the generality of
the true hypernym.

3. Inaccurate Predictions: The model sometimes predicts terms that are semantically similar to the
correct hypernym but fails to match the exact wording required.

4. Conceptual Ambiguity: The model struggles with input words or concepts that have ambiguous
meanings, resulting in incorrect predictions.

5. Incorrect Definitions: Errors occur when the model is misled by inaccurate or incorrect definitions
retrieved from external sources.

To classify incorrectly predicted instances, we used the prompt provided in Appendix A, as shown in
Example 13. The outcomes for each task and dataset are detailed in Table 15 and Figure 5a in Appendix B,
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Metric Science Environment Food

Original

# Nodes 125 261 1486
# Edges 124 261 1533

Constructed

# Nodes 78 216 1132
# Edges 71 507 1372
# Nodes Missing 48 45 354
# Weak Components 8 5 51
# Nodes w/o original hypernym 4 5 39
# Nodes w/o path to original hypernym 29 70 308
# Nodes w/ path to original hypernym 44 140 784
Mean Distance to original hypernym 1.02 1.15 1.06

Table 12
Statistics of original graph and the constructed graph with highest F1 score. The lower part of the table corresponds to
constructed graph statistics

which illustrate the average error distribution. Additionally, Table 16 includes an example corresponding
to each type of error. The most prevalent problem, affecting 75% of the cases, is the prediction of overly
broad concepts. This issue is likely due to the model’s adaptation to domain-specific datasets that are
more expansive than WordNet, such as those in the “Music” and “Medical” domains.

In the case of Italian and Spanish, substantial inaccuracies were primarily due to the grammatical
complexities inherent in these languages, compounded by dataset limitations, linguistic nuances, and in-
sufficient pre-training data. Likewise, the MAG datasets encountered challenges related to specificity and
ambiguity, which resulted in TaxoLLaMA underperforming compared to WordNet-based datasets, as high-
lighted in Table 5.

A manual review of the MAG taxonomies reveals misclassifications, such as “olfactory toxicity in fish”
being incorrectly categorized as a hyponym of “neuroscience.” To further evaluate the accuracy of the
predicted hypernyms, we leveraged ChatGPT, drawing inspiration from recent research [68]. We provided
ChatGPT with the input queries, predicted nodes, and ground truth nodes, asking for a preference. As
shown in Figure 5b, ChatGPT often preferred neither of the options, with ground truth hypernyms being
favored only slightly more often than the predicted ones. An example of the input query used is detailed
in Appendix A, Example 14.

Our evaluation of the overlap between the MAG datasets and WordNet data reveals that they have little
in common. Specifically, only 5% of the nodes in the MAG graph are also found in the WordNet graph. The
overlap is even less in terms of edges, with only 2% in the CS domain and 4% in the PSY domain matching
WordNet connections. Additionally, 92% of the identified connections lack any corresponding path within
the WordNet structure. Among the connections that do overlap, we discovered that 28% in CS and 10%
in PSY mistakenly identify nodes as their own hypernyms. These disparities highlight why TaxoLLaMA
performs less effectively on MAG datasets, as they differ significantly from the WordNet-based data used
during training.

In our final analysis, we visualized the embeddings, which highlighted a clear divergence between the
predicted outcomes and the actual ground truth within the MAG subsets—a divergence that was not
observed in the WordNet data. Detailed findings from this visualization are discussed in Appendix C.

7.2. Taxonomy Construction

Our detailed assessment of the predicted graphs across different domain datasets, based on the data in
Table 12, reveals consistent trends. In most cases, the gold standard graphs exhibit a higher number of
edges, except for the environment domain. Interestingly, the model tends to miss entire clusters of nodes
rather than isolated ones: around 30% of the nodes in the TaxoLLaMA graph are disconnected from their
true parents, indicating they belong to separate components.
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Although some paths generated by the model are highly accurate, its overall performance is incon-
sistent—either perfectly on target or completely off course. Frequently, paths with high perplexity are
mistakenly discarded, suggesting the model struggles particularly with concepts that are neither highly
specific nor overly broad but fall somewhere in the middle of the taxonomy.

This issue is exacerbated by the use of perplexity as a relative metric, where some edges are excluded
because they exceed the defined perplexity threshold. However, adjusting the threshold to be more lenient
can lead to the creation of incorrect edges. This challenge highlights the need to explore alternative
methods, such as employing LLMs as embedding tools, to improve the model’s performance.

7.3. Lexical Entailment

Our review of the ANT dataset revealed that it comprises nearly 3,000 test samples but only 589 distinct
verbs. This suggests that errors associated with a single verb could potentially be repeated multiple times
throughout the dataset. However, when we looked at the overlap with WordNet, we found that only 7 of
these verb forms matched.

After lemmatization, the number of unique verbs increases to 338, yet around 42% still cannot be found
in WordNet. Moreover, for the verbs that do exist in WordNet, no corresponding paths were identified,
which may have negatively impacted the model’s performance in this task.

Hyperlex offers more favorable statistics, with nearly 50% of the words being unique and 88% included
in WordNet. However, only 27% of the word pairs are represented in the taxonomy, and 99% of these pairs
are missing a connecting path.

Perplexity-related errors tend to have high values when dealing with polysemous pairs, such as “spade
is a type of card,” and low values for synonyms or paraphrases, which indicates semantic closeness without
implying a hypernymy relationship. This suggests that the model struggles with lexical diversity and
ambiguity, highlighting the necessity of robust disambiguation capabilities in entailment tasks. Additional
details are provided in Appendix D.

8. Conclusion

In this paper, we explored the use of LLMs for learning taxonomic relations, evaluating their effectiveness,
and applying them to various downstream tasks. To facilitate taxonomy learning, we developed a dataset
collection method using WordNet 3.0, which proved highly effective. Our fine-tuned models achieved
state-of-the-art performance across several Lexical Semantic tasks, including Taxonomy Construction,
Hypernym Discovery, Taxonomy Enrichment, and Lexical Entailment. Specifically, our models secured
the top performance in 11 out of 16 tasks and ranked second in 4 others, demonstrating that LLMs are
well-suited for solving taxonomy-related challenges.

Additionally, we conducted an extensive ablation study on our model, focusing on the learning of hy-
ponymy by categorizing it into subtypes and levels of difficulty. Our findings revealed that hyponymy is
generally more challenging to learn than hypernymy, particularly for concepts located in the middle of the
graph. Furthermore, our results suggest that some taxonomy relations are easier to learn for specialized
terminology rather than for common concepts. The study also highlighted the potential of LLMs to refine
existing taxonomies by utilizing multiple learned taxonomic relations to assess the accuracy of edges, which
significantly improved overall performance. In terms of taxonomy construction, our experiments showed
that hypernymy plays a crucial role, and that basic, straightforward brute-force methods currently yield
the best results.

Lastly, we carried out an in-depth analysis of model errors, revealing inconsistencies between WordNet
and other taxonomies, and underscoring the need to revisit and possibly revise MAG taxonomies due to
numerous misaligned relations.
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definitions for two words are generated simultaneously to assist in disambiguation. The resulting definition
statistics are provided in Table 13.

(9)

Write a definition for the word/phrase in one sentence.

Example:
Word: caddle
Definition: act as a caddie and carry clubs for a player

Word: eszopiclone 3 mg
Definition:

(10)

Write a definition for Word 1 and Word 2. Each definition should be
in one sentence. If a word is ambiguous, use the other word to
disambiguate it.

Example:
Word 1: depression
Word 2: melancholy
Definition 1: a mental state characterized by a pessimistic sense of
inadequacy and a despondent lack of activity
Definition 2: a constitutional tendency to be gloomy and depressed

Word 1: conflict
Word 2: disagreement

Dataset Total Generated with ChatGPT From Wikidata

MAG PSY 23,156 12,823 10,333
MAG CS 29,484 5,714 23,770

ANT 5,933 5,933 -
HyperLex 2,307 2,307 -

Table 13
Statistics on definitions generated with ChatGPT for different tasks.

Example 11 shows how input was provided to ChatGPT for the purpose of automatically detecting error
types in hypernym prediction. The corresponding output generated by the model is presented in Example
12. Additionally, Example 13 includes a prompt example used for automated error classification.

(11)

Here is the data in four columns separated with "\t":

topic: psychology input word: social construction of schizophrenia
true: psychiatry, predictions: psychosis, social, psychological,
and philosophical aspects, social psychology, psych, schizophrenia,
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antipsychotic, psychotic, antipsychotic

topic: psychology input word: use heroin true: methadone maintenance,
predictions: heroin, opium tincture, heroin, opium, tincture, heroin,
opium, and morphine, man, heroin, drug addiction

...

topic: psychology input word: coordinated management of meaning
true: social psychology, predictions: communication disorders,
language and literacy, and social studies, language and literacy,
metaphor, metonymy, and politics, metonymy, metaphor

There is a topic, input word, correct hypernym (true), and model prediction
(predicted). Your task is to compare true answers and model predictions
and summarize what are the main error types of the model.

(12)

To summarize the main error types of the model’s predictions compared
to the true hypernyms:

1. Overly Broad Predictions: The model often generates predictions that
encompass a broader concept than the true hypernym.

For example:
"medication effects" was predicted with terms like "drug effects",
"drug interactions", and "medication", which are broader than
the true hypernym "clinical psychology" and "psychiatry."

2. Underly Broad Predictions: Conversely, some predictions are too narrow
and fail to capture the broader concept represented by the true hypernym.

For example:
"schizoid personality" was predicted with terms like "personality
disorders" and "personality theory," which are narrower than the
true hypernym "psychosis."

3. Inclusion of Unrelated Terms: In some cases, the model includes terms
in its predictions that are not directly related to the input word or
true hypernym.

For example:
"pirisudanol" was predicted with terms like "dopamine receptor
d1" and "dopamine receptor d2", which are unrelated to the true
hypernym "psychiatry".

4. Repetition of Terms: The model occasionally repeats terms in its
predictions, which might indicate redundancy or lack of diversity
in its output.

For example:
"pirisudanol" was predicted with repeated terms like
"piracetam" and "hydergine."
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5. Inadequate Coverage of Concepts: Some input words and true
hypernyms receive predictions that lack comprehensive coverage of
related concepts.

For example:
"result category" was predicted with terms like "item
response theory" and "qualitative research," which might not
fully encapsulate the scope of the true hypernym "mathematics
education."

(13)

You are a helpful linguist. Your task is to do error classification
for a dataset for hypernym prediction in a general domain. Here are
possible classes:

1. Overly Broad Predictions: The model often generates predictions
encompassing a broader concept than the true hypernym.
2. Underly Broad Predictions: Conversely, some predictions are too
narrow and fail to capture the broader concept represented by the
true hypernym.
3. Inaccurate Predictions: The model may predict words that are very
semantically close to the true hypernym, but struggles with fitting
into the exact wording
4. Conceptual Ambiguity: The model may struggle with ambiguous
(polysemantic/multivalued) input words or concepts, leading to
incorrect predictions.
5. Incorrect definitions: The model gets confused with the incorrect/
inaccurate definition retrieved from external sources

You will be given an input word/phrase, true hypernym, and
candidate hypernyms. Please, return a Python dict of error classes
{1: 1, 2: 5, 3: 1, ..., 100:3}) for all instances below:

id: 1, input word: parathyroid_hormone, true hypernym: hormone,
predicted: hormonal agent, hormon, hematopoietic growth factor,
growth factor of the blood, growth regulator, growth substance, growth
...
id: 100, input word: proofreader, true hypernym: printer, predicted:
reader, audience, audience member, spectator, viewer, listener,
listener-in, hearer, recipient, witness, watcher, observer

The prompt shown in Example 14 was used with ChatGPT to automatically evaluate TaxoLLaMA
results, as manual analysis revealed that the gold standard answers in the MAG PSY and MAG CS
datasets might not always be reliable. Consequently, ChatGPT was tasked with selecting between the
dataset’s gold standard answer and the model’s predicted candidate.

(14)

Here are the words in the psychological domain. Your task is to
choose hypernym which is more relevant given two options.
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Answer 1 / 2 / both / none

Example:
social construction of schizophrenia
option 1: psychosis
option 2: psychiatry
Answer: 2

abdominal air sac
option 1: air sac
option 2: trachea
Answer:

Error Type Descripton

Overly Broad Predictions The model often generates predictions that encompass a broader concept
than the true hypernym.

Underly Broad Predictions Some predictions are too narrow and fail to capture the broader concept
represented by the true hypernym

Inclusion of Unrelated Terms In some cases, the model includes terms in its predictions that are not
directly related to the input word or true hypernym.

Repetition of Terms The model occasionally repeats terms in its predictions, which might indi-
cate redundancy or lack of diversity in its output.

Inadequate Coverage of Concepts Some input words and true hypernyms receive predictions that lack com-
prehensive coverage of related concepts

Semantic Shift The model might exhibit errors related to semantic shift, where the pre-
dicted terms are semantically related to the input word but do not accu-
rately reflect the intended meaning or context.

Conceptual Ambiguity The model may struggle with ambiguous input words or concepts, leading
to predictions that lack clarity or specificity.

Domain-Specific Knowledge Errors may arise due to a lack of domain-specific knowledge or understand-
ing of specialized terminology.

Cultural or Contextual Bias The model’s predictions may be influenced by cultural or contextual biases
inherent in the training data. This could lead to inaccuracies, especially
when dealing with topics or concepts that vary across cultures or contexts.

Incomplete Understanding of Relationships The model may struggle to understand complex relationships between con-
cepts, leading to inaccurate predictions.

Word Sense Disambiguation Errors may occur due to difficulties in disambiguating between different
senses of a word.

Knowledge Gap The model’s predictions may reflect gaps in its knowledge or understanding
of certain concepts, resulting in inaccurate or incomplete responses.

Table 14
12 Error types made by TaxoLLaMA for hypernym prediction detected by ChatGPT.
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Appendix B. Error Type Analysis

This section outlines the distribution of error types across different datasets for hypernym prediction,
as detailed in Table 15. Furthermore, Table 16 provides an example of each error type, as classified by
ChatGPT.

1A: English 2A: Medical 2B: Music 1B: Italian 1C: Spanish MAG-CS MAG-PSY Noun Verb

Error 1 72.49% 93.75% 100.0% 54.69% 49.08% 66.48% 85.43% 81.45% 73.39%
Error 2 2.61% 0.00% 0.0% 10.03% 10.62% 5.40% 1.40% 4.10% 2.58%
Error 3 9.44% 1.25% 0.0% 27.83% 12.09% 13.21% 11.20% 6.05% 21.03%
Error 4 15.46% 5.00% 0.0% 7.44% 18.21% 10.94% 0.70% 6.64% 0.43%
Error 5 0.00% 0.00% 0.00% 0.00% 0.00% 3.98% 1.26% 1.76% 2.58%

Table 15
Errors Type Distribution across subset datasets for hypernym prediction: Hypernym Discovery and Taxonomy Enrichment.

Error Type Input True Predicted

Overly Broad Predic-
tions

weed vascular plant plant, plant life, vegetable, vege-
tation, vascular plant, phanerogam,
green plant, green thing, plant of the
class, plant of the division

Underly Broad Predic-
tions

audio auditory communication signal, transmission, transmission sig-
nal, communication, communication
signal, message, message signal, in-
formation, information signal, data,
data signal, notification, notification
signal, signaling

Inaccurate Predictions unconventionality unorthodoxy unorthodoxiness, unorthodxy, uncon-
formity, heterodoxy, dissidence, dis-
obedience, disloyalty, dis, disaffec-
tion, dissent, disagreement

Conceptual Ambiguity giant red paintbrush indian paintbrush paintbrushrush, paint brush, lark-
spur, delphinium, liliaceous plant,
liliid monocot, lilioid

Incorrect definitions advance directive status documentation advance directive, directive, decision
support system, clinical decision sup-
port system, health information tech-
nology

Definition: A do-not-resuscitate order (DNR), also known as Do Not Attempt Resuscitation (DNAR),
Do Not Attempt Cardiopulmonary Resuscitation (DNACPR)

Table 16
Examples for each Error type made by TaxoLLaMA for hypernym prediction detected by ChatGPT.

Appendix C. Distribution Visualization for Taxonomy Enrichment

In this section, we explore the distribution of ground truth and model predictions within the Sentence-
Bert embedding space [70]. To ensure the results were not tied to a specific initialization, we performed two
model runs with different seeds. We then projected the predicted candidates and ground truth hypernyms
into the SentenceBert embedding space. For better visualization, we first reduced the embeddings to 50
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Results
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Fig. 6. t-SNE plot of distributions of ground truth nodes and predicted nodes for taxonomy enrichment tasks. Each point
represents a node, embedded with SentenceBert. Color represents ground truth or model predictions (we ran 2 predictions
with different seeds)

dimensions using Principal Component Analysis (PCA), followed by t-SNE to condense the data into a
two-dimensional space.

Figure 6 uncovers differences in how WordNet and the MAG subsets (MAG_CS and MAG_PSY) are
represented in the embedding space. For WordNet, there is considerable overlap between the model’s pre-
dictions and the gold standard, with only a few exceptions, likely linked to lower-ranked candidates. In
contrast, the MAG subsets form two distinct clusters that barely overlap, indicating a notable divergence
between the predicted and true hypernyms. Moreover, the MAG subsets contain more outliers, suggesting
that the model may have missed the correct hypernym sense entirely in several instances. These observa-
tions could be influenced by the SentenceBert model’s limitations, especially when dealing with concepts
that are not well-represented in the training data.

Appendix D. Hyperlex Correlation Analysis

We also evaluated correlations using traditional methods for both test sets, as shown in Figure 7. A
clear pattern emerges when a linear regression line is added to the data points, though this pattern is
heavily influenced by outliers, particularly in the Random set. This finding is consistent with those from
taxonomy construction, where the model also faces difficulties in accurately processing middle nodes or
pairs with moderate entailment strength.

When evaluating gold scores in the range of 2 to 8, the Random set shows no discernible trend, un-
derscoring the model’s inconsistency in this area. The Lexical set, on the other hand, exhibits a slightly
more defined trend within the same range. Nonetheless, in both sets, pairs with either strong or minimal
entailment are more reliably categorized. This differentiation significantly enhances the overall correlation,
contributing to an encouraging correlation score.

Appendix E. Hyperparameter motivation

Our investigation revealed the model’s pronounced sensitivity to both learning rate and scheduler set-
tings. In the initial experiments, the successful application of a high learning rate was largely attributed to
the LORA adapter, which subtly adjusts weights without causing major disruptions. However, when en-
gaging in full model fine-tuning, we encountered significant instability, with the model oscillating between
overfitting and underfitting, underscoring the need for refined hyperparameter tuning. Additionally, im-
plementing 4-bit quantization requires careful calibration of the learning rate, as this compression method
significantly alters the weight distribution, making it necessary to employ strategies that effectively restore
the model’s knowledge.

During fine-tuning, we chose a smaller batch size to better align the model with datasets that often have
limited samples. However, increasing the learning rate and batch size did not enhance performance, likely
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Fig. 7. Correlation plot of the perplexion ranks with the annotator’s score on Hyperlex test sets. The line over the dots is a
trend found with linear regression. * shows that correlation has a p-value lower than 1e−4.

due to the model having fewer steps to adapt to domain-specific features. This was not the case during
WordNet pre-training, where different trends were observed.

In contrast to certain instruction tuning strategies, our method does not calculate loss based on the
instruction itself but rather focuses exclusively on the target tokens.

Our experiments were carried out on Nvidia A100 or Quadro RTX 8000 GPUs. Pre-training for both
TaxoLLaMA and TaxoLLaMAbench took around 6 GPU hours, while TaxoLLaMAverb required less than
1 hour. Fine-tuning the MAG subsets took 5 GPU hours due to the extended definitions, whereas other
datasets were fine-tuned in under an hour.
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